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Abstract

There are very few known universal relations that exists in the field of nonequilibrium statistical physics. Linear response theory is one such example which was developed by Kubo, Callen and Welton. However it is valid for systems close to equilibrium, i.e., when external perturbations are weak. It is only in recent times that several other universal relations are discovered for systems driven arbitrarily far-from-equilibrium and they are collectively referred to as the fluctuation theorems. These theorems places condition on the probability distribution for different nonequilibrium observables such as heat, injected work, particle number, generically referred to as entropy production. In the past 15 years or so different types of fluctuation theorems are discovered which are in general valid for deterministic as well as for stochastic systems both in classical and quantum regimes.

In this thesis, we study quantum fluctuations of energy flowing through a finite junction which is connected with multiple reservoirs. The reservoirs are maintained at different equilibrium temperatures. Due to the stochastic nature of the reservoirs the transferred energy during a finite time interval is not given by a single number, rather by a probability distribution. In
order to extract information about the probability distribution, the most convenient approach is to obtain the characteristic function (CF) or the cumulant generating function (CGF).

In the first part of the thesis, we study the so-called “full-counting statistics” (FCS) for heat and entropy-production for a phononic junction system modeled as harmonic chain and connected with two heat reservoirs. Based on the two-time projective measurement concept we derive the CF for transferred heat and obtain an explicit expression using the nonequilibrium Green’s function (NEGF) and Feynman path-integral technique. Considering different initial conditions for the density operator we found that in all cases the CGF can be expressed in terms of the Green’s functions for the junction and the self-energy with shifted time arguments. However the meaning of these Green’s functions are different and depends on the initial conditions. In the long-time limit we obtain an explicit expression for the CGF which obey the steady-state fluctuation theorem (SSFT), also known as Gallavotti-Cohen (GC) symmetry. We found the “counting” of energy is related to the shifting of time argument for the corresponding self-energy. The expression for the CGF is obtained under a very general scenario. It is valid both in transient and steady state regimes. Moreover, the coupling between the leads and the junction could have arbitrary time-dependence and also the leads could be finite in size. We also derive a generalized CGF to obtain the correlations between the heat-flux of the two reservoirs and also to calculate total entropy production in the reservoirs.

In the second part, we study the CGF for a forced driven harmonic junction.
For generalized CGF we obtain an explicit expression in the asymptotic limit and showed that force induced entropy-production in the reservoirs satisfy fluctuation symmetry. The long-time limit of the CGF is expressed in terms of a force-driven transmission function. For periodic driving we analyze the effect of different heat baths (Rubin, Ohmic) on the energy current for one-dimensional linear chain. We also consider the heat pumping behavior of this model.

Then we consider another important setup which is useful for the study of exchange fluctuation theorem (XFT) first put forward by Jarzynski and Wójcik. The system consists of N-terminals without any finite junction part and the systems are inter-connected via arbitrary time-dependent coupling. We derive the generalized CGF and discuss the transient fluctuation theorem (TFT). For two-terminal situation we address the effect of coupling strength on XFT. We also obtain a Caroli-like transmission function for this setup which is useful for the interface study.

In the last part of the thesis, we consider the generalization of the FCS problem by including nonlinear interaction such as phonon-phonon interaction. Based on the nonequilibrium version of Feynman-Hellmann theorem we derive a formal expression for the generalized current in the presence of arbitrary nonlinear interaction. As an example, we consider a single harmonic oscillator with quartic onsite potential and derive the long-time CGF by considering only the first order diagram for the nonlinear self-energy. We also discuss the SSFT for this model.

In conclusion, applying NEGF and two-time quantum measurement method
we investigate FCS for energy transport through a phononic lead-junction-lead setup in both transient and steady-state regimes. For harmonic junction we obtain the CGF considering many important aspects which are relevant for the experimental situations. We also analyze FCS for lead-lead setup i.e., without the junction part and explored transient and steady state fluctuation theorems. For general nonlinear junction we develop a formalism based on nonequilibrium version of Feynman-Hellmann theorem. The power of this general method is shown by considering an oscillator model with quartic onsite potential. The methods that we develop here for energy transport can be easily extended for the charge transport as shown by an example in the appendix.
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Chapter 1

Introduction

The field of statistical mechanics can be divided into equilibrium and nonequilibrium statistical mechanics. Equilibrium statistical mechanics has a very simple and elegant structure and is applicable for systems which are not subjected to any thermodynamic affinities or forces. Depending on the type of the system the equilibrium probability distribution for the microscopic degrees of freedom is well known. For example, microcanonical distribution for isolated systems, canonical distribution for a system which exchange energy with a weakly coupled environment or a grand canonical distribution for system which exchange both energy and particle with the environment. Knowing the Hamiltonian of the system the main task is then to obtain the partition function, the derivative of which is related to experimentally measurable quantities such as average energy, specific heat etc.
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On the contrary very little is known for nonequilibrium systems which are most ubiquitous in nature. Typically a system can be driven out of equilibrium by applying thermal gradients or chemical potential gradients across the boundaries or may be triggered by time dependent or non-conservative forces. Unlike equilibrium case, no such general form for the probability distribution for microscopic degrees of freedom is known in nonequilibrium physics.

One of the primary interest in the study of nonequilibrium physics is to understand the heat or charge conduction through the system of interest. These conduction processes were first described by phenomenological laws namely Ohm’s law for electrical transport and Fourier’s law for thermal transport [1–3]. These laws are applicable in the linear-response regime meaning the system is near to equilibrium, i.e., for weak electric field, temperature gradient, etc. A significant amount of research is devoted to understand the necessary and the sufficient conditions for the validity of these laws and also to derive these relations starting from a microscopic description, which is still an open problem. On the other hand, how to extend these laws in the far from equilibrium regime haunted physicists over the decades.

It is only in the past decade that a major breakthrough happened in this field with the discovery of fluctuation relations which are valid for systems driven arbitrarily far from equilibrium. Fluctuation relations make rigorous predictions for different types of nonequilibrium processes beyond linear-response theory. In particular, it puts severe restriction on the form of
the probability distribution for different nonequilibrium quantities such as work, heat flux, total entropy which are generally referred to as the entropy production.

In the year 1993, Evans, Cohen and Moriss [4–6] presented their first numerical evidence which predicts that the probability distribution of nonequilibrium entropy production is not arbitrary, rather obey a simple relation which was later formulated as entropy fluctuation theorem. Since then extensive research has been carried out to extend this relation for stochastic, deterministic and thermostated systems in both classical and quantum regime. All these relations are now collectively called as the fluctuation theorems (FT). These theorems are important for number of reasons [7]:

- They explain how macroscopic irreversibility emerges naturally in systems that obey time-reversible dynamics and therefore shed light on Loschmidt’s paradox.

- They quantify probabilities of violating second law of thermodynamics which could be significant for small systems or during small time intervals.

- They are valid for systems that are driven arbitrarily far from equilibrium.

- In the linear-response regime, they reproduce the fluctuation-dissipation relations, Green-Kubo formula, Onsager’s reciprocity relations.

- These relations can be verified by performing experiments.
Over the past 15 years or so this particular field has gathered a lot of attention and many different types of fluctuation relations have been discovered. Here we will discuss a few of them. Since this thesis is based on quantum fluctuations we will mainly focus on the quantum aspect of this theorem. However the results are also valid for classical systems.

1.1 Introduction to fluctuation theorems

Fluctuation relation is a microscopic statement about the second law of thermodynamics which states that the probability of positive entropy production in nonequilibrium systems is exponentially larger than the corresponding negative value, typically expressed in the form [8]

\[
\frac{P_F(x)}{P_R(-x)} = \exp[a(x - b)],
\]  

where \( x \) is the quantity of interest, for example, nonequilibrium work (\( W \)) by an external force, heat, etc. \( P_F(x) \) (\( P_R(x) \)) is the probability distribution for the the forward (\( F \)) (reversed (\( R \)) process, explained later. \( a \) and \( b \) are real constants with information about the system’s initial equilibrium properties. The above relation can also be expressed as

\[
\langle \exp[-ax] \rangle = \int e^{-ax} P_F(x) dx = e^{-ab} \int P_R(-x) dx = \exp[-ab].
\]  

To derive different types of FT for classical and quantum systems two main
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ingredients are required:

1. Initial condition for the system which is supposed to be in equilibrium and is described by the canonical distribution $\rho(t = 0) = e^{-\beta \mathcal{H}(0)}/Z_0$ where $\mathcal{H}$ is the Hamiltonian of the system, $Z_0 = \text{Tr}(e^{-\beta \mathcal{H}(0)})$, $\beta \equiv (k_B T)^{-1}$ and $T$ is the temperature. For the classical case, $\mathcal{H}$ becomes the function of phase space variables and the trace in $Z_0$ is replaced by the integration over phase space.

2. The principal of microreversibility of the underlying dynamics [8].

In quantum case another crucial concept that is required to derive the FT is known as the two-time projective quantum measurement method [8–10] which we will elaborate in the later part of this chapter.

### 1.1.1 Jarzynski Equality

The first type of fluctuation relation deals with the fluctuation of work for an isolated Hamiltonian system $\mathcal{H}(\lambda(t))$ that is driven by an external time dependent force protocol $\lambda(t)$ with arbitrary driving speed. In the year 1977 Bochkov and Kuzovlev first provided a single compact classical expression for the work fluctuation [11]. Later in 1997 it was generalized by Jarzynski [12, 13] and thereby known as Jarzynski equality (JE). JE relates the nonequilibrium work with equilibrium free energy difference. In this prescription the force protocol $\lambda(t)$ drives the system away from equilibrium.
starting from the state $A$ at time $t = 0$ with Hamiltonian $\mathcal{H}(\lambda(0))$ to the state $B$ at $t = \tau$ with Hamiltonian $\mathcal{H}(\lambda(\tau))$. During this process the work done by the external protocol defined as

$$W = \int_0^\tau \dot{\lambda} \frac{\partial \mathcal{H}(\lambda)}{\partial \lambda} dt,$$

satisfies the following equality

$$\langle \exp \left( -\beta W \right) \rangle = \exp (-\beta \Delta F),$$

where $\beta$ is the initial equilibrium temperature (coming from the initial condition) and $\Delta F$ is the free energy difference between final and initial equilibrium state corresponding to the Hamiltonian $\mathcal{H}(\lambda(\tau))$ and $\mathcal{H}(\lambda(0))$ respectively. The average here is taken over different realizations of work for the fixed protocol $\lambda(t)$ and fixed initial condition. The remarkable fact about JE is that the free energy difference can be determined via a nonequilibrium, irreversible process which is of great practical importance. Applying Jensen inequality for real convex function, i.e., $\langle e^x \rangle \geq e^{\langle x \rangle}$, to JE implies $\langle W \rangle \geq \Delta F$ which is consistent with thermodynamic prediction. Note that JE is also valid when the system is in contact with the environment either via weak or strong coupling. For proof see [14, 15]. A simple proof for JE for the isolated quantum system starting with canonical initial condition is given later.
1.1.2 Crooks relation

Crooks [16] later provided a significant generalization to the JE by considering the probability distribution of work $P(W)$ for the forward ($F$) and the reverse ($R$) process. Here forward process means that the external protocol $\lambda(t)$ acts on the equilibrium state $A$ at time $t = 0$ and it ends at the nonequilibrium state $B$ at time $t = \tau$. In the reverse process, the initial state $B$ is first allowed to reach equilibrium and then the system evolves till $t = \tau$ with the reversed protocol $\tilde{\lambda}(t) = \lambda(\tau - t)$. As a consequence of the time-reversal symmetry of the microscopic evolution Crooks showed that

$$\frac{P_F(W)}{P_R(-W)} = \exp \left( \beta(W - \Delta F) \right).$$

Jarzynski equality can be trivially obtained from Crooks relation by first multiplying both sides $e^{-\beta W}P_R(-W)$ and then integrate over $W$.

1.1.3 Gallavotti-Cohen FT

Another class of FT is concerned with the entropy fluctuation in nonequilibrium steady state for closed systems described by deterministic thermostated equations of motions [4–6, 17, 18] as well as for open systems modeled via stochastic differential equations [19–21]. In this case a generic form is given as

$$\lim_{\tau \to \infty} \frac{1}{\tau} \ln \left[ \frac{P(S = \sigma \tau)}{P(S = -\sigma \tau)} \right] = \sigma,$$
where $S$ is the net entropy-production during the nonequilibrium process and $\sigma$ is the entropy production rate. For example, a system connected with two heat baths at different temperature $T_L$ and $T_R$, the entropy production $S$ is given as $S = (T_R^{-1} - T_L^{-1}) Q$ where $Q$ is amount of heat transferred during the time $\tau$. Then the above relation says that in steady-state it is more likely to have heat flow from hotter to colder end ($Q$ is positive) rather than in the opposite direction ($Q$ is negative). This particular fluctuation symmetry is known as Gallavotti-Cohen (GC) relation and is valid in the asymptotic limit. Note that Crooks FT also resembles GC symmetry if one identifies $\sigma \tau = (W - \Delta F)/T$. However the main difference is that GC is valid in the long-time limit and therefore known as steady-state fluctuation theorem (SSFT) whereas Crooks theorem holds for any finite time $\tau$ and often named as transient fluctuation theorem (TFT).

1.1.4 Experimental verification of Fluctuation theorems

In recent times, rapid experimental progress has helped to verify some of these FT for micro and mesoscopic systems where fluctuations are large. In 2002, Evans’s group verified the integrated version of FT [22] by performing an experiment with a microscopic bead which is captured in an optical trap and dragged through water. They observed the violation of second law \textit{i.e.}, negative entropy production trajectories over time scales of the order of seconds. Later the same group verified the transient version of the FT
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[23, 24].

The JE is also verified in macromolecule pulling experiments, such as RNA and single molecule [25, 26] and it is shown that how equilibrium free energies could be extracted from these experiments. Subsequently Collin et al. [27] confirms the Crooks relation by performing similar RNA pulling type experiment. Several other interesting experiments have also been carried out to verify FT, see for example [28–32]. For a review on FT experiments see [33].

1.1.5 Quantum Fluctuation theorems

Fluctuation theorems were first derived and formulated for classical systems. The derivations were mostly based on the notion of classical trajectory picture. The extension of these theorems to the quantum regime however was not at all straightforward for the following reasons:

- The absence of trajectory picture in the quantum domain.
- Difficulty in generalizing the definitions for work, heat because of the noncommutative nature of the operators at different time.

Originally Bochkov and Kuzovlev [11] tried to extend their classical results to the quantum regime by defining the work operator in analogy with classical expression but failed to provide any quantum analog. Many
other authors [34–36] subsequently tried in the same direction and ar-
rived at the conclusion that quantum analog of JE is satisfied only when 
the time-dependent Hamiltonian $\mathcal{H}(t)$ commute at different times \textit{i.e.}, 
$[\mathcal{H}(t), \mathcal{H}(t')] = 0$ for any $t, t'$ which is obviously not valid in general.

\textbf{Work is not an observable}

Kurchan, Tasaki, Mukamel and Talkner et al. [37–43] later pointed out 
that work is not a quantum observable and cannot be represented by a 
single Hermitian operator. Therefore it’s eigenvalue cannot be determined 
by performing single quantum measurement. Rather work characterizes a 
process from initial time to the final time just like work in the thermodynam-
ical sense which is not a state function. Thus in order to obtain the 
statistics for work, the Hamiltonian of the system $\mathcal{H}(t)$ must be measured 
twice, first at the initial time $t = 0$ and then at the final time $t = \tau$. The 
value of the work, for a single realization, is then given as the difference 
of the two eigenvalues obtained from the two measurements. By repeating 
this measurement procedure with the same initial condition and the force 
protocol the distribution $P(W)$ is constructed. This particular approach 
of getting the distribution is known as the two-time measurement method 
and is the starting point to derive different quantum fluctuation relations.

In the following, we first review the two-time measurement method fol-
lowing the references [8–10] and then present a simple derivation for one 
particular type of FT, known as exchange fluctuation theorem (XFT), to 
illustrate the main concepts.
1.2 Two-time quantum Measurement Method

In this section, we elaborate the concept of two-time measurement method which will be used in the subsequent chapters. Let us suppose that we are interested in the statistics of a quantity which can be written as the difference of an operator at two different time. For example, the work operator for an isolated driven system, described by a time-dependent Hamiltonian \( \mathcal{H}(t) \), can be defined as the change of energy of the system i.e.,

\[
W(t) = \mathcal{H}^H(t) - \mathcal{H}(0),
\]

(calligraphic fonts are used to represent quantum operators) with \( \mathcal{H}^H(t) = \mathcal{U}^\dagger(t,0) \mathcal{H}(t) \mathcal{U}(t,0) \) is the Hamiltonian in the Heisenberg picture. \( \mathcal{U}(t,0) = T \exp \left[ -\frac{i}{\hbar} \int_0^t \mathcal{H}(t') dt' \right] \) for \( t > t' \). Therefore let us consider a general operator \( \mathcal{A}(t) \) in the Schrödinger picture which may have explicit time dependence. The operator in its eigenbasis can be written as

\[
\mathcal{A}(t) = \sum_{a_t} a_t |a_t\rangle\langle a_t| = \sum_{a_t} a_t \Pi_{a_t},
\]

where \( a_t \) is the instantaneous eigenvalue (discrete) and \( \Pi_{a_t} \) is the corresponding projection operator satisfying \( \Pi_{a_t}^2 = \Pi_{a_t} \) and \( \sum_{a_t} \Pi_{a_t} = 1 \). Let us also assume that the full system is in a pure state \( |\Psi_0\rangle \) at \( t = 0 \). The generalization for the mixed states can be done easily. The concept of two-time measurement is the following:

1. First we measure the operator \( \mathcal{A}(t) \) at \( t = 0 \). Then according to
quantum mechanics, the outcome of the measurement can only be an
eigenvalue of the (Schrödinger) operator $\mathcal{A} = \mathcal{A}(t = 0)$ and the wave
function collapses to an eigenstate of $\mathcal{A}$. Let the eigenvalue is $a_0$ and
the corresponding eigenstate is $|a_0\rangle$. Then we can write

$$\mathcal{A}|a_0\rangle = a_0|a_0\rangle, \quad \Pi_{a_0} = |a_0\rangle\langle a_0|.$$  \hspace{1cm} (1.9)

We assume that the eigenvalues are discrete and nondegenerate. The
probability of obtaining the eigenvalue $a_0$ is given by

$$P(a_0) = |\langle a_0|\Psi_0\rangle|^2 = \text{Tr}[\rho_0\Pi_{a_0}],$$  \hspace{1cm} (1.10)

where $\rho(0) = |\Psi_0\rangle\langle \Psi_0|$. Immediately after the first measurement at
t $t = 0$, the wave function collapses to

$$|\Psi'_0\rangle = \frac{\Pi_{a_0}|\Psi_0\rangle}{\sqrt{\text{Tr}[\Pi_{a_0}\rho_0]}}.$$  \hspace{1cm} (1.11)

2. Then propagate the state $|\Psi'_0\rangle$ up to the time of interest $t$ with the
full Hamiltonian $\mathcal{H}(t)$ and then perform a second measurement of the
operator $\mathcal{A}(t)$. The outcome now is another eigenvalue say $a_t$. Then
the conditional probability to obtain $a_t$ given $a_0$ is given as

$$P(a_t|a_0) = |\langle a_t|\mathcal{U}(t, 0)|\Psi'_0\rangle|^2 = \frac{1}{\text{Tr}[\rho_0\Pi_{a_0}]} \text{Tr}[\Pi_{a_0}\rho(0)\Pi_{a_0}\mathcal{U}^\dagger(t, 0)\Pi_{a_0}\mathcal{U}(t, 0)],$$  \hspace{1cm} (1.12)
where $U(t,0)$ is the unitary operator satisfies the Schrödinger equation

$$i\hbar \frac{\partial U(t,0)}{\partial t} = \mathcal{H}(t) U(t,0).$$  \hspace{1cm} (1.13)

Therefore the joint probability of getting $a_0$ at time 0 and $a_t$ at time $t$ is given as

$$P(a_t, a_0) = P(a_t | a_0) P(a_0) = \text{Tr} \left[ \Pi_{a_0} \rho(0) \Pi_{a_0} U^\dagger(t,0) \Pi_{a_t} U(t,0) \right].$$ \hspace{1cm} (1.14)

If the initial state is in a mixed state, we add up the initial probability classically, i.e., the density matrix will be given as

$$\rho(0) = \sum_k w_k |\Psi^k_0\rangle \langle \Psi^k_0|, \quad w_k > 0, \quad \sum_k w_k = 1. \hspace{1cm} (1.15)$$

Now, we are interested in the probability distribution for $Q$ given as difference of the eigenvalues $a_t$ and $a_0$ respectively i.e., $Q = a_t - a_0$. (Q of non-calligraphic font is a classical variable) Then the probability distribution $P(Q)$ can be constructed as

$$P(Q) = \sum_{a_t, a_0} \delta(Q - (a_t - a_0)) P(a_t, a_0), \hspace{1cm} (1.16)$$

where $\delta(x)$ is the Dirac-delta distribution. The characteristic function (CF) associated with this probability distribution $P(Q)$ is defined as

$$Z(\xi) = \int_{-\infty}^{\infty} dQ \ e^{i\xi Q} P(Q) = \sum_{a_t, a_0} e^{i\xi (a_t - a_0)} P(a_t, a_0). \hspace{1cm} (1.17)$$
Substituting the expression for \( P(a_t, a_0) \), using the cyclic property of the trace and the properties of the projection operator we obtain

\[
Z(\xi) = \sum_{a_t, a_0} e^{i\xi(a_t-a_0)} \text{Tr} \left[ \Pi_{a_0} \rho(0) \Pi_{a_0} U^\dagger(t,0) \Pi_{a_t} U(t,0) \right] = \sum_{a_t, a_0} \text{Tr} \left[ \Pi_{a_0} \rho(0) \Pi_{a_t} e^{-i\xi A(0)} U^\dagger(t,0) \Pi_{a_0} e^{i\xi A(t)} U(t,0) \right] = \text{Tr} \left[ \rho'(0) e^{-i\xi A(0)} e^{i\xi A^H(t)} \right] = \langle e^{-i\xi A(0)} e^{i\xi A^H(t)} \rangle_{\rho'(0)} = \langle e^{i\xi A^H(t)} e^{-i\xi A(0)} \rangle_{\rho'(0)},
\]

(1.18)

where now the average is with respect to the modified density operator \( \rho'(0) = \sum_{a_0} \Pi_{a_0} \rho(0) \Pi_{a_0} \), containing information about the initial measurement. We call \( \rho'(0) \) as the projected density matrix. Note that the projected density matrix coincides with the initial density matrix if \( \rho(0) \) commutes with \( \Pi_{a_0} \) and therefore commutes with the operator \( A(0) \) i.e.,

\[
\rho'(0) = \rho(0) \iff [\rho(0), A(0)] = 0.
\]

(1.19)

This particular derivation can be easily generalized for systems in contact with environment as shown in chapter 3.

**Example: Work operator and JE**

For the work operator defined in Eq. (1.7) we can identify \( A(t) = H(t) \). Therefore the CF corresponding to the work distribution \( P(W) \) can be immediately written down as

\[
Z(\xi) = \langle e^{i\xi W} \rangle = \langle e^{-i\xi H(0)} e^{i\xi H^H(t)} \rangle_{\rho'(0)}.
\]

(1.20)
We now choose the initial condition for the isolated system as \( \rho(0) = e^{-\beta H(0)}/Z_0 \) by imagining that at \( t < 0 \) the system was in weak contact with a heat bath at temperature \( T = 1/k_B \beta \). Therefore we can write

\[
Z(\xi) = \frac{1}{Z_0} \text{Tr} \left[ e^{-\beta H(0)} e^{-i\xi H(0)} e^{i\xi H(t)} \right].
\] (1.21)

Now substituting \( \xi = i\beta \) and defining \( Z_t = \text{Tr} \left[ \exp[-\beta H(t)] \right] \) we obtain

\[
Z(i\beta) = \langle \exp[-\beta W] \rangle = \frac{Z_t}{Z_0} = \exp[-\beta \Delta F],
\] (1.22)

with \( F(t) = -\frac{1}{\beta} \ln Z_t \) and \( \Delta F = F(t) - F(0) \) is the free energy change between the final and initial equilibrium state.

### 1.3 Quantum Exchange Fluctuation theorem

In this section we derive one particular form of the fluctuation theorem known as Exchange Fluctuation theorem (XFT) to illustrate how fluctuation symmetry emerges out from very few basic fundamental principles. For the derivation we mostly follow reference [8]. We will also discuss the FT in chapter 5.

Using the principle of microreversibility XFT was first written down by Jarzynski and Wójcik [44] for both classical and quantum systems and it was generalized later by Saito and Utsumi [45] and Andrieux et al. [46].
This FT is valid for several interacting systems, initially at different temperatures and chemical potentials, which are allowed to interact within the time interval $[0, \tau]$. The interaction between the systems could be time-dependent. The total Hamiltonian is then written as

$$\mathcal{H}(\mathcal{V}_t) = \sum_{i=1}^{r} \mathcal{H}_i + \mathcal{V}_t$$

(1.23)

$\mathcal{H}_i$ is the Hamiltonian of the $i$-th system and $\mathcal{V}_t$ is the time-dependent interaction between the systems which is switched on at time $t = 0$ and switched off at $t = \tau$ and nonzero within the interval $[0, \tau]$.

We assume that the systems are initially decoupled and present at their respective equilibrium temperature and chemical potential. Then the initial condition for the density operator is given as

$$\rho_0 = \prod_i \rho_i = \prod_{i=1}^{r} \frac{e^{-\beta_i [\mathcal{H}_i - \mu_i \mathcal{N}_i]}}{\mathcal{E}_i},$$

(1.24)

where $\beta_i, \mu_i$ and $\mathcal{E}_i = \text{Tr} e^{-\beta_i [\mathcal{H}_i - \mu_i \mathcal{N}_i]}$ the inverse temperature, chemical potential and grand partition function respectively of $i$-th system. $\mathcal{N}_i$ here is the particle number operator. It is also assumed that the particle numbers in each subsystems are conserved in the absence of interaction i.e., $[\mathcal{H}_i, \mathcal{N}_i] = 0$. So in this case we can simultaneously measure both $\mathcal{H}_i$ and $\mathcal{N}_i$ for each system $i$ as they all commute with each other. We perform two-time measurement one at $t = 0$ and another at $t = \tau$ for all $\mathcal{H}_i$ and $\mathcal{N}_i$. 
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Let us assume that after the first measurement of all $H_i$’s and all $N_i$’s at $t = 0$ the wave function collapses onto a common eigenstate $|\psi_n\rangle$ with eigenvalues $E^i_n$ and $N^i_n$. Then the wavefunction evolves under the full Hamiltonian $H(V_t)$ up to time $\tau$ when the second measurement of all $H_i$ and all $N_i$’s is performed and the wave function collapse to another common eigenstate $|\psi_m\rangle$ with eigenvalues $E^i_m$ and $N^i_m$.

Using Eq. (1.14) the joint probability distribution $p(m, n; V)$ for obtaining the eigenvalues $E^i_n, N^i_n$ at $t = 0$ and $E^i_m, N^i_m$ at $t = \tau$ is given as

$$p(m, n; V) = p_{n \rightarrow m}[V] p^0_n,$$  
(1.25)

where $p_{n \rightarrow m}[V]$ is the transition probability from state $|\psi_n\rangle$ to $|\psi_m\rangle$ given as

$$p_{n \rightarrow m}[V] = |\langle \psi_m | U(\tau, 0) | \psi_n \rangle|^2$$  
(1.26)

with $U(t, 0) = T \exp \left[ -\frac{i}{\hbar} \int_0^t H(V_t') dt' \right]$ and $p^0_n = \prod_i e^{-\beta_i (E^i_n - \mu_i N^i_n)} / \mathcal{E}_i$ is the initial probability for the $n$-th state.

Now let us construct the joint probability distribution for energy and particle exchanges $p[\Delta E, \Delta N; V]$ where the notation $\Delta E$ and $\Delta N$ is for the individual energy and particle number changes of all the systems i.e., $\Delta E_1, \Delta E_2, \cdots, \Delta E_r$ and $\Delta N_1, \Delta N_2, \cdots, \Delta N_r$ respectively. The joint probability distribution $p[\Delta E, \Delta N; V]$ is then given as

$$p[\Delta E, \Delta N; V] = \sum_{m,n} \left( \prod_{i=1}^r \delta(\Delta E_i - (E^i_m - E^i_n)) \delta(\Delta N_i - (N^i_m - N^i_n)) \right) p(m, n; V),$$  
(1.27)
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Now if the total Hamiltonian commutes with the time-reversal operator $\Theta$ at any instant of time \(i.e., \Theta \mathcal{H}(\mathcal{V}_t) = \mathcal{H}(\mathcal{V}_t)\Theta\) then the microreversibility of non-autonomous system implies that \(p_{n \rightarrow m}[\mathcal{V}] = p_{m \rightarrow n}[\tilde{\mathcal{V}}]\) where \(\tilde{\mathcal{V}} = \mathcal{V}_{\tau - t}\) is the time-reversed protocol. Therefore we simply have

\[
\frac{p(m, n, \mathcal{V})}{p(n, m, \mathcal{V})} = \frac{p^0_n}{p^0_m} = \prod_{i=1}^{r} e^{\beta_i \left[ (E^i_m - E^i_n) - \mu_i (N^i_m - N^i_n) \right]}
\]  

(1.28)

Then using Eq. (1.27) we write

\[
p[\Delta E, \Delta N; \mathcal{V}] = \sum_{m, n} \prod_{i} \delta(\Delta E_i - (E^i_m - E^i_n)) \delta(\Delta N_i - (N^i_m - N^i_n)) p(n, m; \tilde{\mathcal{V}}) \frac{p^0_n}{p^0_m}
\]

\[
= \left( \prod_{i=1}^{r} e^{\beta_i (\Delta E_i - \mu_i \Delta N_i)} \right) \sum_{m, n} \prod_{i} \delta(\Delta E_i - (E^i_m - E^i_n)) \delta(\Delta N_i - (N^i_m - N^i_n)) p(n, m; \tilde{\mathcal{V}})
\]

\[
= \left( \prod_{i=1}^{r} e^{\beta_i (\Delta E_i - \mu_i \Delta N_i)} \right) \sum_{m, n} \prod_{i} \delta(\Delta E_i - (E^i_n - E^i_m)) \delta(\Delta N_i - (N^i_n - N^i_m)) p(m, n; \tilde{\mathcal{V}})
\]

\[
= \left( \prod_{i=1}^{r} e^{\beta_i (\Delta E_i - \mu_i \Delta N_i)} \right) p[-\Delta E, -\Delta N; \tilde{\mathcal{V}}]
\]  

(1.29)

Therefore we have

\[
\frac{p[\Delta E, \Delta N; \mathcal{V}]}{p[-\Delta E, -\Delta N; \mathcal{V}]} = \prod_{i=1}^{r} e^{\beta_i [\Delta E_i - \mu_i \Delta N_i]}
\]  

(1.30)

The above relation can also be derived starting from the definition of the CF

\[
\mathcal{Z}(\{\xi^e_\alpha\}, \{\xi^p_\alpha\}, \mathcal{V}) = \langle e^{\sum_\alpha i\xi^e_\alpha \mathcal{H}^H_\alpha(t) + i\xi^p_\alpha \mathcal{N}^H_\alpha(t)} e^{\sum_\alpha -i\xi^e_\alpha \mathcal{H}_\alpha(0) - i\xi^p_\alpha \mathcal{N}_\alpha(0)} \rangle.
\]  

(1.31)
In this case the fluctuation symmetry reads as

\[
Z(\{\xi^e_\alpha\}, \{\xi^p_\alpha\}, V) = Z(\{-\xi^e_\alpha + i\beta_\alpha\}, -\{\xi^p_\alpha - i\mu_\alpha\beta_\alpha\}, \tilde{V}),
\]  

(1.32)

where \(\{\xi^e_\alpha\}\) and \(\{\xi^p_\alpha\}\) is the set of counting fields for the energy and particle number respectively. Inverse Fourier transform of this CF will produce the symmetry given in Eq. (1.30).

1.4 Full-Counting statistics (FCS)

As mentioned before that with the advent of micro-manipulation techniques and nanotechnologies in recent years, it is now possible to measure probabilities of nonequilibrium quantities such as \(P(W)\) by manipulating single atoms or electrons. This generate an immense interest to both experimentalists and theorists to study nonequilibrium problems in small or low-dimensional systems such as molecular junction which has already shown many practical advancement [47–51]. Since these small systems are always in contact with the environment they show random thermal and quantum fluctuations, also called noise, which are typically of the same order (few times \(k_B T\)) with the system energy scale. This fluctuations shows large deviations from systems average behavior and thus make it an experimentally measurable quantity. This random fluctuations may even lead to instantaneous transfer of heat or charge against the gradients and could play an important role in controlling the transport. Therefore for small
systems understanding the properties of higher order fluctuations seems necessary, in the context of transport theory, which cannot be obtained just by calculating the mean value. With increasing system size however these relative fluctuations are suppressed with $1/\sqrt{N}$, where $N$ is the system size, making the average as the dominant behavior and the fluctuations hard to measure.

Generically speaking, to extract information about these fluctuations it is necessary to talk about the statistical distribution $P(Q)$, where $Q$ is the quantity of interest such as heat, charge, transferred through the system during a time interval $\tau$. From this distribution, we can go on to calculate not only the mean and the variance of $Q$ but in principle all higher order fluctuations such as skewness, Kurtosis etc. Therefore $P(Q)$ constitutes a complete knowledge (zero frequency) about the properties of $Q$ and thus known as the full-counting statistics (FCS). Finding out this distribution function for different nonequilibrium system is one of the key interest in the field of nonequilibrium physics.

Parallel to this distribution function a quantity which is often useful for the actual calculation is the Fourier transformation of this distribution, known as the characteristic function (CF). It contains the same information as the distribution function. The CF is defined as,

$$Z(\xi) \equiv \langle e^{i\xi Q} \rangle \equiv \int dQ e^{i\xi Q} P(Q), \quad (1.33)$$
(If $Q$ is a discrete variable, the integration should be replaced by a summation) where $\xi$ is known as the counting field or the counting parameter. Once $Z(\xi)$ is known $P(Q)$ can be obtained by an inverse Fourier transform. The CF is similar in notion with the partition function in equilibrium statistical physics. The moments of $Q$ (denoted by single angular bracket) are obtained from the CF by taking derivatives with respect to the counting field $\xi$ and evaluated at $\xi = 0$. i.e.,

$$\langle Q^n \rangle = \frac{\partial^n Z(\xi)}{\partial (i\xi)^n} \bigg|_{\xi=0}. \quad (1.34)$$

In analogy with the equilibrium free-energy, the logarithm of the CF is also defined and is known as the cumulant generating function (CGF). It generates the irreducible moments or the cumulants (denoted by double angular bracket) of $Q$ given as

$$\langle\langle Q^n \rangle \rangle = \frac{\partial^n \ln Z(\xi)}{\partial (i\xi)^n} \bigg|_{\xi=0}. \quad (1.35)$$

The cumulants can be expressed in terms of the moments for example

$$\langle\langle Q \rangle \rangle = \langle Q \rangle,$$

$$\langle\langle Q^2 \rangle \rangle = \langle Q^2 \rangle - \langle Q \rangle^2 = \langle (Q - \langle Q \rangle)^2 \rangle,$$

$$\langle\langle Q^3 \rangle \rangle = \langle Q^3 \rangle - 3\langle Q \rangle^2 \langle Q \rangle + 2\langle Q \rangle^3 = \langle (Q - \langle Q \rangle)^3 \rangle,$$

$$\langle\langle Q^4 \rangle \rangle = \langle Q^4 \rangle - 3\langle Q^2 \rangle^2 - 4\langle Q^3 \rangle \langle Q \rangle + 12\langle Q^2 \rangle \langle Q \rangle^2 - 6\langle Q \rangle^4,$$

$$\langle\langle Q^4 \rangle \rangle = \langle Q^4 \rangle - 3\langle Q^2 \rangle^2 - 4\langle Q^3 \rangle \langle Q \rangle + 12\langle Q^2 \rangle \langle Q \rangle^2 - 6\langle Q \rangle^4,$$

$$\langle\langle Q^4 \rangle \rangle = \langle Q^4 \rangle - 3\langle Q^2 \rangle^2 - 4\langle Q^3 \rangle \langle Q \rangle + 12\langle Q^2 \rangle \langle Q \rangle^2 - 6\langle Q \rangle^4,$$

$$\langle\langle Q^4 \rangle \rangle = \langle Q^4 \rangle - 3\langle Q^2 \rangle^2 - 4\langle Q^3 \rangle \langle Q \rangle + 12\langle Q^2 \rangle \langle Q \rangle^2 - 6\langle Q \rangle^4,$$

$$\langle\langle Q^4 \rangle \rangle = \langle Q^4 \rangle - 3\langle Q^2 \rangle^2 - 4\langle Q^3 \rangle \langle Q \rangle + 12\langle Q^2 \rangle \langle Q \rangle^2 - 6\langle Q \rangle^4.$$
and similarly for higher orders. The first cumulant, same as the moment, is the average value of $Q$ and represents the peak of the distribution $P(Q)$. The second cumulant $\langle\langle Q^2 \rangle\rangle = \langle Q^2 \rangle - \langle Q \rangle^2$ is the fluctuation about the mean value and represents the width of the distribution. The third cumulant, known as skewness, describes the asymmetry of the distribution. In the same way all the higher order cumulants give specific information and thus construct the distribution function.

The theory of FCS has recently become a subject of significant interest in the study of quantum transport. But it has its origin dates back in quantum optics where the statistics of the number of photons, emitted from a source, is studied by counting them using a photo-detector [52–54]. Thereafter Levitov and Lesovik apply this concept for electrons in mesoscopic systems where the transmission of single electrons through a conductor is counted using a spin detector by coupling it with the current operator [55, 56]. This coupling parameter turns out to be the counting field for the problem. Based on the scattering matrix approach these authors for the first time give a definite answer for charge transport of non-interacting electrons in a two-terminal setup by obtaining the CF. Their pioneering work is now celebrated as Levitov-Lesovik formula. Over the years numerous other techniques are developed to study FCS for charge transport in different nonequilibrium systems. For example, a semi-classical theory is put forward by Pilgram et al. [57] based on stochastic path integral. Later on Keldysh Green’s function approach to FCS is proposed by Nazarov et al. [58]. Using these approaches many works followed [9, 59–61].
the physics of noninteracting electrons well understood, the full counting
statistics of strongly interacting systems is now actively pursued [62–65].
Recently, experimentalists have been able to determine the FCS for elec-
trons in quantum dot systems [66–68].

1.5 Problem addressed in this thesis

Study of FCS for electrons have achieved a lot of progress since the pioneer-
ing work by Levitov and Lesovik. But in contrast to the FCS for electron
transport, much less attention has been paid for FCS study of heat trans-
port via phonons. Although calculating steady state heat current through
nonequilibrium lattice systems is one of the most well studied aspects of
nonequilibrium physics [1, 2, 69, 70], the extension to FCS study for these
systems is proposed recently by Saito and Dhar [71]. They obtain the long-
time limit for the CGF of heat for one-dimensional linear chain connected
with two thermal baths and derived an equivalent form of Levitov-Lesovik
formula for phonons. Later on Ren et al. study FCS problem for two-level
systems [72, 73] using quantum master equation approach. FCS of energy
fluctuations in a driven quantum resonator is recently carried out by Clerk
[74]. Most of these current theories however mainly focus on the asymp-
totic limit of the CF where the initial distribution as well as the quantum
effect of measurement generally speaking do not play any role. Therefore
one of the main aim of this thesis is to study the FCS for heat transport in
general lattice systems, both harmonic and anharmonic, treating transient
and asymptotic limit on equal footing. We study the transport problems from a very general perspective such as, analyzing the effects due to different initial conditions of the density operator, investigating the effects of quantum measurement etc. Moreover we enquire the conditions that leads to different types of FT’s by obtaining the CF. The main objectives of this thesis are

- To develop a rigorous formalism based on nonequilibrium Green’s functions (NEGF) and two-time quantum measurement method to study the FCS problem for a ballistic lead-junction-lead system considering many relevant aspects such as incorporating both transient and steady state behavior, time-dependent coupling between the leads and the center, finite size of the leads, time-dependent driving force etc.

- To examine conditions which leads to the steady state fluctuation theorems for these models.

- To generalize the theory for $N$-terminals with and without the center. For without the junction setup a recent experiment validates exchange fluctuation theorem [75].

- To extend the ballistic FCS theory for general anharmonic lattice systems employing nonequilibrium version of Feynman-Hellmann theorem.
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The result of the present research may have significance on the understanding of the FCS as well as the fluctuation theorems for phonons transport both in transient and steady state for general lattice systems. It provide insight on the two-time measurement aspect which is the central ingredient to obtain correct probability distribution in the sense of fluctuation symmetry. Some of these results are worthy of experimental verifications. A recent experiment by Clerk et al [76] has measured phonon shot noise of mechanical resonator which also seems to be a potential candidate for FCS experiments.

It is worth mentioning that a significant progress has been achieved in the FCS for heat transport in the classical regime. Using Langevin dynamics Kundu et al. [77] presented analytical results for harmonic junction which later generalized for arbitrary harmonic network by Saito and Dhar [78]. Few numerical studies has also addressed FCS problems for nonlinear systems [79]. Very recently an exact result in classical nonlinear molecular junction is obtained by Liu et al. [80].

1.6 Thesis structure

In the following of this thesis, we will introduce the Nonequilibrium Green’s function (NEGF) method in chapter 2 which will be used extensively in the later chapters; followed by the study of FCS for lead-junction-lead ballistic system in chapter 3. In chapter 4 we study the the FCS and heat generation
due to driven force in the junction part. In chapter 5 we extend this FCS study for N-terminal setup without the junction. In chapter 6 we develop a method to generalize the FCS approach for arbitrary nonlinear junction. Finally a conclusion of this study and future prospects is given in chapter 7.
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Chapter 2

Introduction to

Nonequilibrium Green’s

function (NEGF) method

In this thesis, to study the full-counting statistics (FCS) for nonequilibrium systems we employ nonequilibrium Green’s functions (NEGF) method, also referred to as Keldysh formalism. In the following we give a brief introduction of this method.
Chapter 2. Introduction to Nonequilibrium Green’s function (NEGF) method

2.1 Introduction

NEGF is an elegant and powerful method which is used for evaluating properties of many-body systems in both equilibrium and nonequilibrium. The method has its root from quantum field theory. NEGF method was first developed by Schwinger [1], Kadanoff and Baym [2] and later on by Keldysh [3]. By generalizing time ordered operators to contour-ordered operators Keldysh developed Feynman diagrammatic expansion method using Wick’s theorem for nonequilibrium systems [4, 5]. Kadanoff and Baym developed the equation of motion approach for the Green’s functions. Both approaches are equally applicable for studying a dynamic system in nonequilibrium state. NEGF has found many applications for example, in electronic transport for mesoscopic systems, in solid state physics, nuclear physics, plasma physics and also in the study of superconductivity and superfluidity. For quantum transport, NEGF addresses the problem based on microscopic theory in a complete and consistent way, including nonlinear interactions. One of the main application of NEGF in quantum transport is to calculate the steady state properties of a finite system connected with two heat baths at different fixed temperatures and/or chemical potentials. NEGF is one of the most commonly used methods in electronic transport study. However its application in thermal transport has gained significant interest only in recent times for both linear [6–8] and nonlinear systems [9–13]. For extensive study on NEGF we recommend the books by Datta, Haug and Jauho, Rammer, Di Ventra [4, 5, 14–16] and a review article by Wang et al [17]. Let us very briefly list few important features of NEGF
The main ingredient in NEGF is the Green’s function, which is in general a function of two space-time coordinates. Based on the knowledge of these functions one can compute time-dependent expectation values such as current, densities etc.

In the absence of external driving, thermodynamic affinities, NEGF reduces to the equilibrium Green’s function method which has important applications in many branches of physics and also in quantum chemistry.

Generalizing time-ordered operators to contour-ordered operators NEGF can be mapped to a formally equivalent equilibrium theory.

NEGF method can handle both finite and extended systems and in transport theory the formalism can be well applied to study both transient and steady state properties.

In the following, we introduce different types of Green’s functions, their importance and also the relations between them. After that we will discuss a generalized version of the Green’s function known as contour-ordered Green’s function, which opens up the possibility to perform perturbative expansion with respect to interacting Hamiltonian, similar to what is done in quantum field theory. At the end of this chapter we will apply all these techniques to derive the Landauer formula for current.
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2.2 Definitions of Green’s functions

In NEGF approach it is advantageous to define various (six) Green’s functions (retarded \( r \), advanced \( a \), lesser \( < \), greater \( > \), time-ordered \( t \), anti-time-ordered \( \bar{t} \)) which describes the expectation value of a product of operators evaluated at different instant of times. Keeping in mind the lattice models to discuss thermal transport in subsequent chapters we choose these operators as position operators in the first quantized representation. However these definitions can be easily generalized for any two arbitrary operators which need not to be even Hermitian. The reasoning for defining such objects is that experimentally relevant quantities can be immediately expressed in terms of these Green’s functions. We start by defining the retarded Green’s function \([19, 20]\)

\[ G^r(t, t') = -\frac{i}{\hbar} \theta(t - t') \langle [u(t), u(t')^T] \rangle, \tag{2.1} \]

where \( u(t) \) is a column vector of the particle displacements in the Heisenberg picture \( i.e., \) it’s dynamics is governed by some Hamiltonian \( \mathcal{H}(t) \) which can depend on time explicitly. For brevity, we have set all the atomic masses to 1, but the formulas are equally applicable to variable masses with a transformation \( u_j \rightarrow \sqrt{m_j}x_j \). The square brackets are the commutators. Here \( \theta(t) \) is the Heaviside step function. The notation \( \langle \cdots \rangle \) means the average is with respect to an initial density matrix \( \rho(t_0) \) \( i.e., \) \( \langle \cdots \rangle = \text{Tr}[\rho(t_0) \cdots] \), typically taken in the form of canonical distribution. Here \( t_0 \) is the reference time. Also \( \langle [A, B^T] \rangle \) represents a matrix and should
be interpreted as $\langle AB^T \rangle - \langle BA^T \rangle^T$. The physical dimension of $G^r(t,t')$ is time. Retarded Green’s function often termed as the response function in the linear-response theory because it differs from zero only for times $t > t'$ and hence can be used to calculate response at time $t$ due to some external perturbation at time $t'$. In addition, information about the density of states, spectral properties are also contained in this Green’s function.

In a similar notion the advanced Green’s functions is defined as

$$G^a(t,t') = \frac{i}{\hbar} \theta(t' - t) \langle [u(t), u(t')^T] \rangle. \quad (2.2)$$

We also define the lesser and greater Green’s functions as

$$G^< (t,t') = -\frac{i}{\hbar} \langle u(t') u(t)^T \rangle^T,$$

$$G^> (t,t') = -\frac{i}{\hbar} \langle u(t) u(t')^T \rangle. \quad (2.3)$$

These two Green’s functions are directly linked to many physical observables such as average kinetic energy, current, particle density, etc. As a simple example the expectation value for the kinetic energy (K.E) can be written as

$$\langle K.E \rangle = \frac{1}{2} \langle \dot{u}^T(t) \dot{u}(t) \rangle$$

$$= \frac{1}{2} \lim_{t \to t'} \frac{\partial^2}{\partial t \partial t'} \langle u^T(t) u(t') \rangle$$

$$= \frac{i\hbar}{2} \lim_{t \to t'} \frac{\partial^2}{\partial t \partial t'} \text{Tr} [G^> (t,t')]$$

$$= \frac{i\hbar}{2} \lim_{t \to t'} \frac{\partial^2}{\partial t \partial t'} \text{Tr} [G^< (t', t)]. \quad (2.4)$$
Finally we define time and anti-time ordered Green’s functions as

\[
G^t(t, t') = -\frac{i}{\hbar} \langle T u(t) u(t')^T \rangle, \\
G^\bar{t}(t, t') = -\frac{i}{\hbar} \langle \bar{T} u(t) u(t')^T \rangle.
\] (2.5)

where \( T (\bar{T}) \) is the time (anti-time) ordering operator which moves the operator with the earlier time argument to the right (left). These two Green’s functions allow the construction of a systematic perturbation theory in thermal equilibrium.

**Relations among the Green’s functions:**

From the definitions of the Green’s functions it is clear that these functions are not all independent. In fact they obey the following relations which are true in both time and frequency space,

\[
G^r - G^a = G^> - G^<, \\
G^t + G^\bar{t} = G^> + G^<, \\
G^t - G^\bar{t} = G^r + G^a.
\] (2.6)

Here we have simplified the notation as we don’t specify the arguments for the Green’s functions, which means it could be either in time or in frequency domain. In equilibrium or nonequilibrium steady state (NESS) Green’s functions depend only on the time difference, say \( G^r(t, t') = G^r(t - t') \). In that case it is often useful to work in the Fourier space. We define the Fourier transformation as (we will follow this convention throughout this
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\( G^r[\omega] = \int_{-\infty}^{+\infty} dt \, G^r(t) e^{i\omega t}. \) \hspace{1cm} (2.7)

Then the inverse Fourier transform is given by

\( G^r(t) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} G^r[\omega] e^{-i\omega t}. \) \hspace{1cm} (2.8)

Based on the above relations, out of six Green’s functions, only three of them are linearly independent. Moreover, in stationary state \( G^r[\omega] \) and \( G^a[\omega] \) are Hermitian conjugate of one another i.e., \( G^a[\omega] = (G^r[\omega])^\dagger. \) Therefore in nonequilibrium steady-state only two Green’s functions are independent which we can choose as \( G^r[\omega] \) and \( G^<[\omega]. \)

**Fluctuation-dissipation relation**

In thermal equilibrium, there is an additional relation between \( G^r[\omega] \) and \( G^<[\omega] \) in the frequency space, given as:

\( G^<[\omega] = f(\omega) \left( G^r[\omega] - G^a[\omega] \right), \) \hspace{1cm} (2.9)

where \( f(\omega) = 1/(e^{\beta \omega} - 1) \) is the Bose-Einstein distribution function at temperature \( T = 1/k_B \beta. \) The above equation is one particular form of fluctuation-dissipation theorem as the correlation function \( G^<[\omega] \) carries information about the fluctuations and is related to the imaginary part of the response function which is responsible for the dissipation. The above relation can be proved with the help of an important identity in the time-domain, known as Kubo-Martin-Schwinger (KMS) boundary condition [21].
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and is given as

\[ G^<(t) = G^>(t - i\beta\hbar), \]  

(2.10)

where we assume that \( G^<(t) \) can be analytically continued in the complex \( t \) plane.

**Proof:**

The \( ij \) component of \( G^< \) matrix is given as

\[
\begin{align*}
G^<_{ij}(t) &= -\frac{i}{\hbar} \text{Tr} \left[ \rho(0)u_j(0)u_i(t) \right] \\
   &= -\frac{i}{\hbar} \text{Tr} \left[ \rho(0)u_j(-t)u_i(0) \right] = G^>_j(-t) \\
   &= -\frac{i}{\hbar} \text{Tr} \left[ \frac{e^{-\beta\mathcal{H}}}{Z} e^{-\frac{i}{\hbar}\mathcal{H}t} u_j e^{\frac{i}{\hbar}\mathcal{H}t} u_i(0) \right] \\
   &= -\frac{i}{\hbar} \text{Tr} \left[ \frac{1}{Z} e^{\frac{i}{\hbar}(t-i\beta\hbar)} u_j e^{-\frac{i}{\hbar}(t+i\beta\hbar)} e^{-\beta\mathcal{H}} u_i(0) \right] \\
   &= -\frac{i}{\hbar} \text{Tr} \left[ \rho(0)u_i(0)u_j(-t + i\beta\hbar) \right] \\
   &= G^<_j(-t + i\beta\hbar) = G^>_i(t - i\beta\hbar). \tag{2.11}
\end{align*}
\]

where the equilibrium density matrix \( \rho(0) = e^{-\beta\mathcal{H}}/Z \) and \( Z = \text{Tr}(e^{-\beta\mathcal{H}}) \) is the canonical partition function. (Here we choose \( t_0 = 0 \)). Now performing Fourier transformation of the above relation we get the detailed balance condition.

\[ G^>_{\omega} = e^{\beta\omega} G_<[\omega]. \]  

(2.12)

Using this relation and \( G^r - G^a = G^> - G^< \) proves Eq. (2.9). It is important
to mention that this detailed balance condition is one of the fundamental basis behind the fluctuation theorems (FT’s) as it is valid for heat baths which are always maintained in thermal equilibrium. Therefore one of the important properties of equilibrium theory is that all Green’s functions are linked via fluctuation-dissipation theorem and hence there is only one independent Green’s function; which can be taken as the retarded one \( i.e., \ G^r \). However we will later see that in NEGF-FCS case relations between different Green’s functions like in Eq. (2.6) do not exist and we need to compute all Green’s functions independently which makes the problem non-trivial in general.

### 2.3 Contour ordered Green’s function

NEGF theory is formally equivalent to the equilibrium one, with the only difference that in nonequilibrium case the Green’s functions are defined on a contour, referred to as Keldysh contour (see Fig. 2.1). This contour runs from the remote past where the system was in equilibrium to the highest relevant time and back to the remote past again. It plays an analogous role as the time-ordered Green’s function plays in equilibrium. The Contour ordered Green’s function is the central quantity in NEGF for constructing the perturbation theory based on Wick’s theorem and Feynman diagrams. Before getting into the details about this function, we first very briefly review three different representation pictures in quantum mechanics.
Figure 2.1: The complex-time contour \( C \) in the Keldysh formalism. The path of the contour begins at time \( t_0 \), goes to time \( t_M \), and then goes back to time \( t = t_0 \). \( \tau \) and \( \tau' \) are complex-time variables along the contour.

### 2.3.1 Different pictures in quantum mechanics

Let us consider a system with Hamiltonian \( \mathcal{H}(t) \) and assume that it can be written as a sum of a noninteracting or free part \( \mathcal{H}_0 \) and a complicated interaction part \( \mathcal{V}(t) \), which could depend on time explicitly. Therefore the total Hamiltonian is given as \( \mathcal{H}(t) = \mathcal{H}_0 + \mathcal{V}(t) \).

**Schrödinger Picture:**

In this picture the wavefunction \(|\psi(t)\rangle\) is time-dependent and its dynamics is governed by the Schrödinger equation:

\[
    i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle = \mathcal{H}(t)|\psi(t)\rangle. \quad (2.13)
\]

The formal solution of this equation is written as

\[
    |\psi(t)\rangle = \mathcal{U}(t, t_0)|\psi(t_0)\rangle, \quad \mathcal{U}(t, t_0)\mathcal{U}^\dagger(t, t_0) = \mathcal{U}^\dagger(t, t_0)\mathcal{U}(t, t_0) = 1, \quad (2.14)
\]

\[
    \mathcal{U}(t, t_0) = T \exp\left[-\frac{i}{\hbar} \int_{t_0}^{t} dt' \mathcal{H}(t')\right]. \quad (2.15)
\]

We choose \( t_0 \) as the synchronization time. The operators in this picture
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are constant.

**Heisenberg Picture:**

In this picture the wavefunctions are constant \( i.e., |\psi_H(t)\rangle = |\psi(t_0)\rangle \) and the operators are time-dependent with the evolution

\[
\mathcal{O}_H(t) = \mathcal{U}_I(t, t_0) \mathcal{O}(t) \mathcal{U}(t, t_0), \tag{2.16}
\]

where \( \mathcal{O}(t) \) is in the Schrödinger picture with explicit time-dependence.

**Interaction Picture:**

The state vector in this picture is defined as

\[
|\psi_I(t)\rangle = e^{\frac{i}{\hbar}H_0(t-t_0)} |\psi(t)\rangle. \tag{2.17}
\]

Therefore the wavefunctions propagate with respect to the interacting Hamiltonian \( \mathcal{V}(t) \) only and satisfy the following equation

\[
i\hbar \frac{\partial}{\partial t} |\psi_I(t)\rangle = \mathcal{V}_I(t) |\psi_I(t)\rangle. \tag{2.18}
\]

with formal solution

\[
|\psi_I(t)\rangle = \mathcal{U}_I(t, t') |\psi_I(t')\rangle. \tag{2.19}
\]

\( \mathcal{U}_I(t, t') \) is often called the scattering or \( S \)-matrix and is defined as

\[
\mathcal{S}(t, t') = \mathcal{U}_I(t, t_0) \mathcal{U}_I^\dagger(t', t_0) = T \exp \left[ -\frac{i}{\hbar} \int_{t'}^{t} dt' \mathcal{V}_I(t') \right]. \tag{2.20}
\]
which appears in the perturbative expansions. The operators in this picture evolve under the influence of the free Hamiltonian \( \mathcal{H}_0 \) i.e.,

\[
\mathcal{O}_I(t) = \mathcal{U}_0(t, t_0)^\dagger \mathcal{O}(t) \mathcal{U}_0(t, t_0),
\]

(2.21)

and similarly for \( \mathcal{V}_I(t) \) in Eq. (2.18). Here

\[
\begin{align*}
\mathcal{U}_0(t, t_0) &= \exp \left[ -\frac{i}{\hbar} \mathcal{H}_0(t-t_0) \right], \\
\mathcal{U}_I(t, t_0) &= T \exp \left[ -\frac{i}{\hbar} \int_{t_0}^{t} dt' \mathcal{V}_I(t') \right].
\end{align*}
\]

(2.22)

Then it can be easily shown that the full unitary operator \( \mathcal{U}(t, t_0) \) can be decomposed as a product of free evolution part \( \mathcal{U}_0(t, t_0) \) and the interacting evolution part \( \mathcal{U}_I(t, t_0) \) i.e.,

\[
\mathcal{U}(t, t_0) = \mathcal{U}_0(t, t_0) \mathcal{U}_I(t, t_0).
\]

(2.23)

More importantly using Eq. (2.16) and Eq. (2.21) the relation between the operators in Heisenberg and interaction picture is given as

\[
\mathcal{O}_H(t) = \mathcal{U}_I(t, t_0)^\dagger \mathcal{O}_I(t) \mathcal{U}_I(t, t_0).
\]

(2.24)

### 2.3.2 Closed time path formalism

We now introduce the contour, the closed time path, which starts at initial time \( t_0 \) and go upto maximum relevant time \( t = t_M \) and then back again
to \( t_0 \) (see Fig. (2.1)). The key observation is that the transformation of the operator between Heisenberg picture and interaction picture given in Eq. (2.24) can be expressed on closed contour form as

\[
\mathcal{O}_H(t_M) = \left( T_C e^{-\frac{i}{\hbar} \int_C \nu_I(\tau) d\tau} \mathcal{O}_I(t_M) \right).
\] (2.25)

Here \( \tau \) is the contour-time variable which runs over the contour from time \( t_0 \) to \( t_M \) on the upper branch and from \( t_M \) to \( t_0 \) on the lower branch. \( T_C \) is the contour-ordered operator which orders operator according to their contour time argument, earlier contour time places an operator to the right. This crucial equivalence of Eq. (2.24) and Eq. (2.25) is the basis for formulating the perturbation theory on contour. Note that under the contour ordering operator the algebra of operators become equivalent to the algebra of numbers.

Now expanding the exponential and splitting the contour into upper and lower branch it can be shown that [4]

\[
\left( T_C e^{-\frac{i}{\hbar} \int_C \nu_I(\tau) d\tau} \mathcal{O}_I(t_M) \right) = \left( T_C e^{-\frac{i}{\hbar} \int_C \nu_I(\tau) d\tau} \mathcal{O}_I(t_M) \right) \left( T_C e^{-\frac{i}{\hbar} \int_C \nu_I(\tau) d\tau} \right),
\] (2.26)

where \( T_{\overline{C}} \) and \( T_{\overline{C}} \) denotes contour ordering on the upper and lower branch respectively. Now parameterizing the contour according to \( \tau(t') = t', t' \in [t_0, t_M] \) we see that

\[
T_{\overline{C}} \left( e^{-\frac{i}{\hbar} \int_{\overline{C}} \nu_I(\tau) d\tau} \right) = T e^{-\frac{i}{\hbar} \int_{t_0}^{t_M} \nu_I(t') dt'} = \mathcal{U}_I(t_M, t_0),
\]

\[
T_{\overline{C}} \left( e^{\frac{i}{\hbar} \int_{\overline{C}} \nu_I(\tau) d\tau} \right) = \overline{T} e^{\frac{i}{\hbar} \int_{t_0}^{t_M} \nu_I(t') dt'} = \mathcal{U}_I^\dagger(t_M, t_0),
\] (2.27)
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\( i.e., \) contour ordering on the upper (lower) branch is identical to the time ordering (anti-time ordering) \( T_C = T \left( T_C = \bar{T} \right) \). This idea for one point operator can be easily generalized for product of two operators and hence for the Green’s functions. The main idea for the general case is as follows

- Transform each Heisenberg operator appearing in the Green’s function to the interaction picture.
- Read the time-evolution from the right to represent the evolution on the contour.

For example let us consider the time-ordered Green’s function

\[
G^t(t, t') = -\frac{i}{\hbar} \langle T u(t) u^T(t') \rangle, \tag{2.28}
\]

if \( t > t' \) then the above Green’s function can be written as (in the interaction picture)

\[
G^>(t, t') = -\frac{i}{\hbar} \text{Tr} \left[ \rho(t_0) S(t_0, t) u_I(t) S(t, t') u^T_I(t') S(t', t_0) \right] , \tag{2.29}
\]

where we have used the fact that \( S(t, t_0) = U(t, t_0) \). Now let us read the time evolution from the right side. Given a state at initial time \( t_0 \) it evolves from \( t_0 \) till the time \( t' \) at which point operator \( u_I(t') \) acts. Then it evolves from \( t' \) to \( t \) where the operator \( u_I(t) \) acts. Finally it evolves from \( t \) back to \( t_0 \) i.e.,

\[
S(t', t_0) \rightarrow u^T_I(t') \rightarrow S(t, t') \rightarrow u_I(t) \rightarrow S(t_0, t). \tag{2.30}
\]
Similarly for $t' > t$ we can write,

$$G^<(t, t') = -\frac{i}{\hbar} \text{Tr} \left[ \rho(t_0) S(t_0, t') u^T(t') S(t', t) u_I(t) S(t, t_0) \right].$$  \hspace{1cm} (2.31)$$

Therefore the contour-ordered version of the Green's function can be written as

$$G(\tau, \tau') = -\frac{i}{\hbar} \langle T_C u_I(\tau) u^T(\tau') e^{-\frac{i}{\hbar} I_C V_I(\tau')} d\tau' \rangle$$  \hspace{1cm} (2.32)

$$\equiv -\frac{i}{\hbar} \langle T_C u(\tau) u^T(\tau') \rangle.$$  \hspace{1cm} (2.33)$$

where $\tau, \tau'$ are the contour time variables and depending on the positions of these variables on the two branches of the contour, different real time Green's functions can be obtained. Therefore writing contour-ordered Green's function in the interaction picture gives us the opportunity to perform perturbative expansion (see Eq. (2.32)) and the topological structure immediately becomes identical to the equilibrium theory. We will also show this by an example at the end of this chapter.

**Contour time $\tau, \tau'$ to real time $t, t'$**

Since the two contour variables $\tau, \tau'$ can lie either on the upper or lower branch there are four different real time Green's functions that can be obtained. They are given as,

$$G^{\sigma \sigma'}(t, t') = \lim_{\epsilon \rightarrow 0^+} G(t + i\epsilon \sigma, t' + i\epsilon \sigma'), \quad \sigma, \sigma' = \pm 1.$$  \hspace{1cm} (2.34)$$

where we have introduced a branch index $\sigma$, such that $\tau = t + i\epsilon \sigma$. Here
\( \sigma \) can take two possible values \( \pm 1 \) with \( \sigma = +1 ( -1 ) \) means \( \tau \) is on the upper (lower) branch. Following this notation, we can identify that in real time \( G^{++}(t, t') = G^t(t, t') \), \( G^{--}(t, t') = G^\bar{t}(t, t') \), \( G^{+-}(t, t') = G^<(t, t') \), and \( G^{-+}(t, t') = G^>(t, t') \), or in the matrix form

\[
G(\tau, \tau') \rightarrow \begin{bmatrix} G^{++}(t, t') & G^{+-}(t, t') \\ G^{-+}(t, t') & G^{--}(t, t') \end{bmatrix} = \begin{bmatrix} G^t(t, t') & G^<(t, t') \\ G^>(t, t') & G^\bar{t}(t, t') \end{bmatrix} = G(t, t').
\]  

(2.35)

For later convenience we also define a new matrix \( \bar{G}(t, t') \) given by \( \bar{G}(t, t') = \sigma_z G(t, t') \) where \( \sigma_z \) is the third Pauli matrix i.e.,

\[
\sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\]  

(2.36)

Here we identify \( \sigma_z \) as the matrix related to the branch index.

### 2.3.3 Important relations on the Keldysh Contour

In order to work on the contour we need to generalize few definitions that are known in real time to the contour time. For example, we define the contour version of the Dirac-delta function as

\[
\int d\tau' \delta(\tau, \tau') f(\tau') = f(\tau).
\]  

(2.37)

Note that, here we can not write \( \delta(\tau, \tau') \) as \( \delta(\tau - \tau') \) since \( \tau \) and \( \tau' \) may lie on two different branches and then the meaning of \( \tau - \tau' \) is ambiguous.
We generalize the Heaviside theta function on the contour as \( \theta(\tau, \tau') \), defined to be 1 if \( \tau \) is later than \( \tau' \) on the contour and 0 otherwise. The delta function then can be obtained from the theta function by taking contour time derivative, given as \( \delta(\tau, \tau') = d\theta(\tau, \tau')/d\tau \). This fact is required to derive the equations of motion for the contour-ordered Green’s functions.

Note that the derivative on the contour is defined as

\[
\frac{df(\tau)}{d\tau} = \lim_{\tau' \to \tau} \frac{f(\tau') - f(\tau)}{\tau' - \tau},
\]

(2.38)

The limit \( \tau' \to \tau \) suggests that \( \tau, \tau' \) should lie on the same branch.

The Heisenberg equation of motion on the contour is written in a similar form as given in the real time,

\[
\frac{dA^H(\tau)}{d\tau} = \frac{1}{i\hbar} \left[ A^H(\tau), \mathcal{H}^H(\tau) \right],
\]

(2.39)

and since the transformation from Schrödinger operator to Heisenberg operator is a unitary transformation, the canonical commutation relation holds for equal contour time \( i.e., \)

\[
\left[ u_i(\tau), p_j(\tau) \right] = i\hbar \delta_{ij}.
\]

(2.40)

The transformation for contour time integral to the real time is done as
follows

\[
\int d\tau f(\tau) \cdots \rightarrow \int_{t_0}^{t_M} f^+(t)dt + \int_{t_0}^{t_M} f^-(t)dt = \sum_{\sigma = \pm 1} \int_{t_0}^{t_M} f^\sigma(t)dt. \tag{2.41}
\]

As an example the contour-ordered delta function, defined in Eq. (2.37), transforms as

\[
\delta(\tau, \tau') \rightarrow \sigma \delta_{\sigma\sigma'} \delta(t - t'), \tag{2.42}
\]

with \( \delta_{\sigma,\sigma'} \) is the Kronecker delta. More explicitly, we can write,

\[
\delta(\tau, \tau') = \begin{cases} 
\delta(t - t') & \text{for } \tau, \tau' \text{ on upper branch} \\
-\delta(t - t') & \text{for } \tau, \tau' \text{ on lower branch} \\
0 & \text{for } \tau, \tau' \text{ on different branches}
\end{cases}
\]

### 2.3.4 Dyson equation and Keldysh rotation

We see from Eq. (2.32) that contour ordered Green’s functions are useful for performing perturbative expansion with respect to scattering matrix \( \mathcal{V}_I(\tau) \) in the interaction picture. Expanding the exponential or the \( S \)-matrix in Eq. (2.32) we get an infinite series corresponding to different orders of \( \mathcal{V}_I \) with each term is averaged with respect to the initial density operator \( \rho(t_0) \). In perturbation theory the main task is to evaluate such terms or rather first break down the terms into Gaussian products as accomplished by Wick’s theorem, which is valid when \( \rho(t_0) \) is Gaussian or quadratic. Therefore each term in the expansion consists of product of free thermal equilibrium
contour-ordered Green’s functions. In some situations, this infinite series can be summed exactly with the help of Feynman diagrams [22, 23] which then gives rise to Dyson’s equation. A general form of it in contour time can be written as (see for example the derivation of Eq. 2.85)

\[
G(\tau, \tau') = g(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 g(\tau, \tau_1) \Sigma(\tau_1, \tau_2) G(\tau_2, \tau'),
\]

(2.43)

where \( g \) is the bare or free Green’s function. \( \Sigma \) is called the self-energy, includes the effects of interaction coming from \( V_I \). We realize that \( G \) here is the sum of infinite number of terms i.e., \( G = g + \int \int g \Sigma g + \int \int \int g \Sigma g \Sigma g + \cdots \).

Now using the transformation rule for integration going from contour to real time, we write the components of the Dyson equation as

\[
G^{\sigma\sigma'}(t, t') = g^{\sigma\sigma'}(t, t') + \int_{t_0}^{t_M} \int_{t_0}^{t_M} dt_1 dt_2 \sum_{\sigma_1, \sigma_2 = \pm 1} \sigma_1 \sigma_2 g^{\sigma_1\sigma_2}(t, t_1) \Sigma^{\sigma_1\sigma_2}(t_1, t_2) G^{\sigma_2\sigma'}(t_2, t'),
\]

(2.44)

Multiplying \( \sigma \) on both sides, we obtain

\[
\sigma G^{\sigma\sigma'}(t, t') = \sigma g^{\sigma\sigma'}(t, t') + \int_{t_0}^{t_M} \int_{t_0}^{t_M} dt_1 dt_2 \sum_{\sigma_1, \sigma_2 = \pm 1} \sigma g^{\sigma_1\sigma_2}(t, t_1) \sigma_1 \Sigma^{\sigma_1\sigma_2}(t_1, t_2) \sigma_2 G^{\sigma_2\sigma'}(t_2, t'),
\]

(2.45)

which in simplified notation reads

\[
\bar{G}(t, t') = \bar{g}(t, t') + \int_{t_0}^{t_M} \int_{t_0}^{t_M} dt_1 dt_2 \bar{g}(t, t_1) \bar{\Sigma}(t_1, t_2) \bar{G}(t_2, t'),
\]

(2.46)
where \( \tilde{G}(t, t') = \sigma_z G(t, t') \) as introduced before. Similarly we define \( \tilde{g} \) and \( \tilde{\Sigma} \). Such a form of the matrix however is not very useful for actual calculation and one performs a Keldysh rotation which for any arbitrary matrix \( M \) is given as

\[
\tilde{M} = O^T \tilde{M} O = O^T \sigma_z M O.
\] (2.47)

where the rotation matrix \( O \) (rotation by an angle 45° in the space of branches) is given by

\[
O = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}, \quad OO^T = O^T O = I.
\] (2.48)

The effect of the Keldysh rotation is to change any given matrix \( \tilde{M} \) to \( \tilde{M} \) as,

\[
\tilde{M} = \begin{bmatrix} M^r & M^K \\ M^K & M^a \end{bmatrix}
= \frac{1}{2} \begin{bmatrix} M^t - M^< + M^> - M^t, & M^t + M^t + M^< + M^> \\ M^t + M^t - M^< - M^>, & M^< - M^< + M^t - M^> \end{bmatrix}
\] (2.49)

In this case we define the quantities \( M^r, M^a, M^K \), and \( M^K \) following Eq. (2.50). The Keldysh rotation transforms the matrix \( \tilde{G} \) as

\[
\tilde{G} = \begin{bmatrix} G^r & G^K \\ 0 & G^a \end{bmatrix},
\] (2.51)
where the $G^K$ component is 0 due to the standard relation among Green’s functions $G^> + G^< = G^t + G^t$. We define $G^K = G^< + G^>$, known as the Keldysh Green’s function. These three Green’s functions (retarded, advanced and Keldysh) appears in $\tilde{G}$ are the fundamental objects of the Keldysh technique. We will later see that for FCS problems, because of the presence of the counting field, the $\bar{K}$ component will be nonzero in general.

Finally after Keldysh rotation, we write the Dyson equation in Eq. (2.46) as (by multiplying $O^T$ from left and $O$ from right and using the fact that $O$ is an orthogonal matrix)

$$\tilde{G}(t,t') = \tilde{g}(t,t') + \int_M^{t_M} dt_1 dt_2 \tilde{g}(t,t_1) \tilde{\Sigma}(t_1,t_2) \tilde{G}(t_2,t').$$ \hspace{1cm} (2.52)

Since all this matrices are now upper-triangular and as product of any number of triangular matrices is again a triangular matrix, we can immediately conclude that, the convolution of any number of retarded (advanced) Green’s functions is also a retarded (advanced) Green’s function.

If the Green’s functions are now time translationally invariant then the above convolutions in the $\omega$ domain becomes multiplication in the limit $t_0 \to -\infty$ and $t \to \infty$ and we obtain

$$\tilde{G}[\omega] = \tilde{g}[\omega] + \tilde{g}[\omega] \tilde{\Sigma}[\omega] \tilde{G}[\omega],$$ \hspace{1cm} (2.53)
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with different components written down explicitly as

\[
G^r[\omega] = g^r[\omega] + g^r[\omega]\Sigma^r[\omega]G^r[\omega],
\]
\[
G^a[\omega] = g^a[\omega] + g^a[\omega]\Sigma^a[\omega]G^a[\omega],
\]
\[
\]

(2.54)

Generalization

Often in NEGF we encounter convolutions involving many Green’s functions in contour time such as

\[
B(\tau, \tau') = \int d\tau_1 \int d\tau_2 \cdots A_1(\tau, \tau_1) A_2(\tau_1, \tau_2) \cdots A_n(\tau_{n-1}, \tau').
\]

(2.55)

Based on the above technique we can immediately write down the relations in frequency space as [4, 15]

\[
\bar{B}_1[\omega] = \bar{A}_1[\omega]\bar{A}_2[\omega] \cdots \bar{A}_n[\omega], \quad n = 2, 3, \cdots
\]
\[
B^r[\omega] = A^r_1[\omega]A^r_2[\omega] \cdots A^r_n[\omega], \quad n = 2, 3, \cdots
\]
\[
B^a[\omega] = A^a_1[\omega]A^a_2[\omega] \cdots A^a_n[\omega], \quad n = 2, 3, \cdots
\]
\[
\]

(2.56)

This particular transformation of going from contour time to the real time is known as Langreth’s rule [4, 20].
2.4 Example: Derivation of Landauer formula for heat transport using NEGF approach

One of the primary interest in quantum transport is to calculate steady state current. We therefore in this section introduce a harmonic lattice model to study heat transport using NEGF method and illustrate the main concepts developed in this chapter. We derive the steady state expression for the heat current for this model, known as Landauer like formula. This formula was first derived for the electron transport [24–27] and later extended for heat transport [7, 28]. For alternate derivation of this formula such as using Generalized Langevin equation, see [29, 30].

Harmonic lattice model

A typical setup to study transport consists of three parts called as the Left lead (denoted by $L$), the center (denoted by $C$) and the right lead (denoted by $R$). The center part is the system of interest which can be an insulator or a metal or a semi-conductor and is finite in size. The left and right leads (also known as reservoir, bath) are maintained at different temperatures and/or chemical potential difference. To satisfy the criterion of a bath they are modeled by non-interacting Hamiltonians with infinite degrees of freedom. The system and the leads are connected via some coupling Hamiltonian.
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For harmonic lattice model the center part is modelled as finite number of coupled harmonic oscillators and the coupling Hamiltonians between the leads and the center are taken in bilinear form in position variables. The leads are collections of infinite coupled harmonic oscillators with zero chemical potential. The Hamiltonian for the entire system is then written as

\[ \mathcal{H} = \mathcal{H}_L + \mathcal{H}_C + \mathcal{H}_R + \mathcal{H}_{LC} + \mathcal{H}_{RC}, \]  
(2.59)

where \( \mathcal{H}_\alpha = \frac{1}{2} p_\alpha p_\alpha + \frac{1}{2} u_\alpha^T K^\alpha u_\alpha, \alpha = L, C, R, \) for the left, right, and the finite central region. Masses are redefined as \( u_\alpha = \sqrt{m} x. \) \( u_\alpha \) and \( p_\alpha \) are column vectors of coordinates and momenta. \( K^\alpha \) is the spring constant matrix of region \( \alpha. \) The coupling \( \mathcal{H}_{\alpha C} \) is given as

\[ \mathcal{H}_{\alpha C} = u_\alpha^T V^{\alpha C} u_C, \quad \alpha = L, R. \]  
(2.60)

and \( V^{\alpha C} = [V^C_\alpha]^T. \)

**Initial condition for the density operator**

At initial time \( t = t_0 \to -\infty, \) we consider three systems \( \mathcal{H}_\alpha, \alpha = L, C, R \) to be decoupled from each other and are at separate temperatures, \( T_L, T_C, \) and \( T_R \) with respective equilibrium distributions. Then the density operator for the full system is in the the direct product state of \( L, C \) and \( R \) i.e.,

\[ \rho_{\text{prod}}(t_0) = \rho_L \otimes \rho_C \otimes \rho_R, \quad \rho_\alpha = \frac{e^{-\beta_\alpha \mathcal{H}_\alpha}}{\text{Tr}[e^{-\beta_\alpha \mathcal{H}_\alpha}]} \text{ for } \alpha = L, C, R. \]  
(2.61)

For \( t > t_0 \to -\infty, \) the coupling elements \( V^{LC} \) and \( V^{CR} \) are turned on
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slowly so that a steady state for the entire system can be established at time $t = 0$. The full density operator at $t = 0$ (denoted by $\rho_{\text{NESS}}(0)$) is then given as

$$\rho_{\text{NESS}}(0) = U(t_0, 0) \rho_{\text{prod}}(t_0) U^\dagger(0, t_0), \quad (2.62)$$

where $U(t, t')$ is the evolution operator for the full system. The current is calculated considering $\rho_{\text{NESS}}(0)$ as the initial state.

**Calculation for current**

The operator for the energy current flowing from one of the lead, say the left lead, is defined as the rate of change of the energy of the left lead Hamiltonian and is written as $(t > 0)$

$$I_L(t) = -\frac{dH^H_L(t)}{dt} = i\hbar \left[ H^H_L(t), H \right] = p^T_L(t) V^{LC} u_C(t), \quad (2.63)$$

where the operators are in the Heisenberg picture. Now taking the average with respect to the steady state density operator $\rho_{\text{NESS}}(0)$, the average current can be expressed in terms of the Green’s function as

$$\langle I_L(t) \rangle = i\hbar \frac{\partial}{\partial t'} \text{Tr} \left[ V^{LC} G^{<}_{CL}(t, t') \right]_{t' = t}. \quad (2.64)$$

Since $[\dot{u}_L(t), u_C(t)] = 0$, we can also write the above expression as

$$\langle I_L(t) \rangle = i\hbar \frac{\partial}{\partial t'} \text{Tr} \left[ V^{LC} G^{<}_{CL}(t, t') \right]_{t' = t}. \quad (2.65)$$

We see that the energy current is directly related to the lesser and greater
Green’s function. After symmetrization we obtain
\[
\langle I_L(t) \rangle = \frac{i}{\hbar} \frac{\partial}{\partial t'} \text{Tr} \left[ V^{LC} G^K_{CL}(t, t') \right]_{t'=t},
\]
(2.66)
where \( G^K_{CL} = G^<_CL + G^>_CL \). Now our main task is to obtain \( G^<_CL \) and \( G^>_CL \) components. To obtain these, we work in the contour-ordered version of \( G^{CL} \) which for the general case can be written as,
\[
G_{\alpha\beta}(\tau, \tau') = -\frac{i}{\hbar} \langle T_c u_\alpha(\tau) u_T^\tau(\tau') \rangle_{\rho_{NESS}(0)} \quad \alpha, \beta = L, C, R.
\]
(2.67)
Let us now show how we can perform perturbative calculation on contour and obtain Dyson’s equation by working in the interaction picture. Two key steps are

- Express the Green’s function \( G_{\alpha\beta} \) in terms of the decoupled initial condition \( \rho_{prod}(t_0) \) because we know how to calculate the bare of free Green’s functions for such initial condition.
- Transform to the interaction picture with respect to the decoupled Hamiltonian \( \mathcal{H}_0 = \mathcal{H}_L + \mathcal{H}_C + \mathcal{H}_R \) and work with the interaction \( \mathcal{H}_{LC} + \mathcal{H}_{RC} \).
For simplicity, let us consider the greater component of $G_{\alpha\beta}$

\[ G_{\alpha\beta}(t, t') = \frac{i}{\hbar} \langle u_\alpha(t)u_\beta^T(t') \rangle_{\rho_{NESS}(0)} \]

\[ = \frac{i}{\hbar} \text{Tr} \left[ \rho_{NESS}(0) U(0, t) u_\alpha U(t, t') u_\beta^T U(t', 0) \right] \]

\[ = \frac{i}{\hbar} \text{Tr} \left[ \rho_{prod}(t_0) U(0, t_0) u_\alpha U(t, t') u_\beta^T U(t', t_0) \right]. \tag{2.68} \]

We now go to the interaction picture with respect to $H_0$ and consider $t_0$ as the synchronization time. Then we can decompose the full unitary operator as the product of free and interacting evolution part

\[ U(t, t_0) = U_0(t, t_0) U_I(t, t_0), \tag{2.69} \]

with

\[ U_0(t, t_0) = e^{-\frac{i}{\hbar} H_0 (t-t_0)}, \quad U_I(t, t_0) = T e^{-\frac{i}{\hbar} \int_{t_0}^{t} \hat{V}(t') dt'}. \tag{2.70} \]

(The symbol caret is used to denote that the operators are in the interaction picture with respect to the free Hamiltonian $H_0$). $\hat{V}(t)$ is given as

\[ \hat{V}(t) = U_0^T(0, t_0) \left[ H_{LC} + H_{CR} \right] U_0(t, t_0) \]

\[ = \hat{u}_L^T(t) V_{LC} \hat{u}_C(t) + \hat{u}_R^T(t) V_{RC} \hat{u}_C(t). \tag{2.71} \]

Eq. (2.68) in the interaction picture can be written as

\[ G_{\alpha\beta}^>(t, t') = \frac{i}{\hbar} \text{Tr} \left[ \rho_{prod}(t_0) S^T(t, t_0) \hat{u}_\alpha(t) S(t, t') \hat{u}_\beta^T(t') S(t', t_0) \right]. \]
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Now on contour we can simply write

\[ G_{\alpha\beta}(\tau, \tau') = -\frac{i}{\hbar} \langle T_c \hat{u}_\alpha(\tau) \hat{u}^T_{\beta}(\tau') e^{-\frac{i}{\hbar} \int_{\tau''}^{\tau'} \hat{V}(\tau'') d\tau''} \rangle_{\rho_{\text{prod}}(t_0)}, \]  

(2.72)

where the contour now runs from initial time \( t_0 \) to the \( \max(t, t') \) and comes back to \( t_0 \). As mentioned before, this particular form is useful for perturbative calculation.

Let us now compute the \( G_{CL}(\tau, \tau') \) given as

\[ G_{CL}(\tau, \tau') = -\frac{i}{\hbar} \langle T_c \hat{u}_C(\tau) \hat{u}^T_{L}(\tau') e^{-\frac{i}{\hbar} \int_{\tau''}^{\tau'} \hat{V}(\tau'') d\tau''} \rangle_{\rho_{\text{NESS}}(0)}, \]

(2.73)

and can be shown to satisfy the following equation

\[ G_{CL}(\tau, \tau') = \int d\tau'' G_{CC}(\tau, \tau'') V^{CL}_{CL} g_L(\tau'', \tau'). \]

(2.74)

**Proof:**

To prove the above equation we use an alternate method known as the equations of motion approach for the contour-ordered Green’s functions. Let us write down \( G_{CL}(\tau, \tau') \) in the Heisenberg picture

\[ G_{CL}(\tau, \tau') = -\frac{i}{\hbar} \langle T_C u_C(\tau) u^{T}_{L}(\tau') \rangle_{\rho_{\text{NESS}}(0)}, \]

\[ = -\frac{i}{\hbar} \left[ \theta(\tau, \tau') \langle u_C(\tau) u^{T}_{L}(\tau') \rangle + \theta(\tau', \tau) \langle u_L(\tau') u^{T}_{C}(\tau) \rangle \right]. \]

(2.75)

Taking derivatives with respect to contour time \( \tau' \) and using the relations \( \partial \theta(\tau, \tau')/\partial \tau = \)
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\[ \delta(\tau, \tau') \text{ and } \partial \theta(\tau', \tau)/\partial \tau = -\delta(\tau, \tau') \text{ we obtain} \]

\[ \frac{\partial^2 G_{CL}(\tau, \tau')}{\partial \tau'^2} = -\frac{i}{\hbar} \langle T_C u_C(\tau) \dot{u}_L(\tau') \rangle_{\rho\text{NESS}(0)}, \quad (2.76) \]

where we use \([\dot{u}_L(\tau), u_C(\tau)] = 0\). Now using the equation of motion for \(u_L\) on contour,

\[ \ddot{u}_L(\tau) = -K^L u_L(\tau) - V^{LC} u_C(\tau), \quad (2.77) \]

we obtain the the equation of motion for \(G_{CL}\) as

\[ \frac{\partial^2 G_{CL}(\tau, \tau')}{\partial \tau'^2} + G_{CL}(\tau, \tau')K^L = -G_{CC}(\tau, \tau')V^{CL}. \quad (2.78) \]

This equation can be solved by defining a Green’s function of the left-lead, satisfy the following differential equation

\[ \left[ \frac{\partial^2}{\partial \tau'^2} + K^L \right] g_L(\tau, \tau') = -I \delta(\tau, \tau'). \quad (2.79) \]

By multiplying Eq. (2.78) by \(g_L(\tau, \tau')\) on the right, and multiplying Eq. (2.79) by \(G_{CL}(\tau, \tau')\) on the left, then integrating by parts the subtraction of Eq. (2.78) and Eq. (2.79), we obtain

\[ G_{CL}(\tau, \tau') = \int d\tau'' G_{CC}(\tau, \tau'')V^{CL} g_L(\tau'', \tau') \]

\[ + \frac{\partial G_{CL}(\tau, \tau'')}{\partial \tau''} g_L(\tau'', \tau') - G_{CL}(\tau, \tau'') \frac{\partial g_L(\tau'', \tau')}{\partial \tau''} \bigg|_{-t_0+i\epsilon}^{t_0-i\epsilon}. \quad (2.80) \]

At both ends of the contour, the center and the baths are decoupled. Therefore for \(\tau'' = -t_0 \pm i\epsilon\), \(G_{CL}(\tau, \tau'') = \frac{\partial G_{CL}(\tau, \tau'')}{\partial \tau''} = 0\) and we obtain Eq. (2.74). This equation can also be proved by performing perturbative expansion of Eq. (2.73). (See [15])
It is important to note that in deriving the above equation we didn’t assume that the center is harmonic. Therefore this equation is also valid for the interacting center. The only crucial requirement is that the leads are non-interacting (harmonic). The Green’s function $g_{\alpha}$ introduced in Eq. (2.79) is known as the bare or free equilibrium Green’s functions calculated at temperature $T_{\alpha}$ and is defined as

$$g_{\alpha\beta}(\tau, \tau') = -\frac{i}{\hbar}\text{Tr}[\rho_{\alpha} T C \hat{u}_{\alpha}(\tau) \hat{u}_{\beta}(\tau')] \delta_{\alpha\beta} \quad \alpha, \beta = L, C, R. \quad (2.81)$$

Using Langreth’s rule we write the lesser and greater components of $G_{CL}$ in real time as

$$G_{CL}^{>, <}(t, t') = \int_{t_0}^{t} dt'' \left[ G_{CC}^{r}(t, t'') V_{CL}^{r} g_{CL}^{>_<}(t'' - t') + G_{CC}^{>_<}(t, t'') V_{CL}^{r} g_{CL}^{>_<L}(t'' - t') \right]. \quad (2.82)$$

Note that the bare Green’s functions are time-translationally invariant.

Then using Eq. (2.66) we get the expression for current as

$$\langle I_L(t) \rangle = \frac{i\hbar}{2} \int_{t_0}^{t} dt'' \frac{\partial}{\partial t''} \text{Tr} \left[ G_{CC}^{r}(t, t'') \Sigma_{L}^{K}(t'' - t') + G_{CC}^{K}(t, t'') \Sigma_{L}^{r}(t'' - t') \right]_{t'' = t}. \quad (2.83)$$

This expression is valid for any transient time $t$ and also for interacting center which could be explicitly time-dependent. Here $\Sigma_{L} = V_{CL}^{r} g_{L} V_{LC}^{r}$ is the self-energy for the left lead. Similar definition also exist for the right lead.
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The main task now is to calculate the center Green’s function \( G_{CC}(\tau, \tau') \).

As before in the interaction picture we can write

\[
G_{CC}(\tau, \tau') = -\frac{i}{\hbar} \langle T_C \hat{u}_C(\tau) \hat{u}^T_C(\tau') e^{-\frac{i}{\hbar} \int_C \hat{V}(\tau'') d\tau''} \rangle_{\rho_{\text{prod}}(t_0)}. \tag{2.84}
\]

For the harmonic center \( G_{CC} \) can be obtained exactly which we now denote as \( G^0_{CC} \) and using Feynman diagrams it is easy to show that \( G^0_{CC} \) obeys a Dyson equation

\[
G^0_{CC}(\tau, \tau') = g_C(\tau, \tau') + \int_C d\tau_1 \int_C d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) G^0_{CC}(\tau_2, \tau'). \tag{2.85}
\]

where \( \Sigma = \Sigma_L + \Sigma_R \) is the total self-energy. This equation is similar to Eq. (2.43).

Proof:

Let us expand the exponential in Eq. (2.84) and consider the terms order by order. The first term (0-th order in \( \hat{V} \)) is given as

\[
-\frac{i}{\hbar} \langle T_C \hat{u}_C(\tau) \hat{u}^T_C(\tau') \rangle_{\rho_C} = -\frac{i}{\hbar} \text{Tr} \left[ \rho_C \hat{u}_C(\tau) \hat{u}^T_C(\tau') \right] = g_C(\tau, \tau'). \tag{2.86}
\]

The second term contains average of odd number of \( u_\alpha, \alpha = L, C, R \) which is zero as \( \rho_{\text{prod}}(t_0) \) is quadratic. The third term (2-nd order in \( \hat{V} \)) can be written as

\[
\frac{1}{2!} \left( -\frac{i}{\hbar} \right)^3 \int d\tau_1 \int d\tau_2 \langle T_C \hat{u}_C(\tau) \hat{u}^T_C(\tau') \hat{V}(\tau_1) \hat{V}(\tau_2) \rangle_{\rho_{\text{prod}}(t_0)}. \tag{2.87}
\]
Let us consider $ij$ component of this matrix. For the moment we consider only the left-center coupling term in $\hat{V}$ given in Eq. (2.71). The contribution due to other coupling term is additive. We can write $ij$ component of the integrand in Eq. (2.87) as

$$
\langle T C \hat{u}_C^i(\tau)\hat{u}_C^j(\tau')\hat{u}_L^{i_1}(\tau_1)V_{i_1,j_1}^{LC}\hat{u}_C^{j_1}(\tau_1)\hat{u}_L^{j_2}(\tau_2)V_{i_2,j_2}^{LC}\hat{u}_C^{j_2}(\tau_2) \rangle_{\rho_{\text{prod}}(t_0)},
$$

(2.88)

where we write the coupling term $\hat{u}_L^T(\tau)V^{LC}\hat{u}_C(\tau_1) = \hat{u}_L^{i_1}(\tau_1)V^{LC}_i\hat{u}_C^{j_1}(\tau_1)$ (summation over repeated index is implied). Now since $\rho_{\text{prod}}(t_0)$ is decoupled we can separate the contour-ordered as

$$
\langle T C \hat{u}_C^i(\tau)\hat{u}_C^j(\tau')\hat{u}_L^{i_1}(\tau_1)\hat{u}_C^{j_2}(\tau_2) \rangle_{\rho_C}\langle T C \hat{u}_L^{i_1}(\tau_1)\hat{u}_L^{j_2}(\tau_2) \rangle_{\rho_L}V_{i_1,j_1}^{LC}V_{i_2,j_2}^{LC}
$$

(2.89)

We see that the first term consists of 4 $u_C$ operators. According to Wick’s theorem this can be separated as products of two $u_C$ operators, i.e.,

$$
\langle T C \hat{u}_C^i(\tau)\hat{u}_C^j(\tau')\hat{u}_L^{i_1}(\tau_1)\hat{u}_C^{j_2}(\tau_2) \rangle = \langle T C \hat{u}_C^i(\tau)\hat{u}_C^j(\tau') \rangle \langle T C \hat{u}_L^{i_1}(\tau_1)\hat{u}_C^{j_2}(\tau_2) \rangle \\
+ \langle T C \hat{u}_C^i(\tau)\hat{u}_C^{j_1}(\tau_1) \rangle \langle T C \hat{u}_C^j(\tau')\hat{u}_C^{j_2}(\tau_2) \rangle \\
+ \langle T C \hat{u}_C^i(\tau)\hat{u}_L^{j_2}(\tau_2) \rangle \langle T C \hat{u}_C^{i_1}(\tau_1)\hat{u}_C^j(\tau') \rangle.
$$

(2.90)

Out of these three terms, first term will give disconnected diagram which can be shown to be zero [15] and other two terms are connected diagrams and contribute identically which cancels $1/2!$ originating from the expansion of the exponential in Eq. (2.87). The $(-i/\hbar)^3$ factor absorbs in three Green’s functions. Therefore
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this term can be written as

\[ \int d\tau_1 \int d\tau_2 g_C^{i,j_1}(\tau, \tau_1) \Sigma_L^{j_1,j_2}(\tau_1, \tau_2) g_C^{j_2,j}(\tau_2, \tau') \]
\[ \int d\tau_1 \int d\tau_2 \left[ g_C(\tau, \tau_1) \Sigma_L(\tau_1, \tau_2) g_C(\tau_2, \tau') \right]_{ij}, \quad (2.91) \]

where \( \Sigma_L^{j_1,j_2}(\tau_1, \tau_2) = V_{CL}^{j_1,i} g_L^{i,j_2}(\tau_1, \tau_2) V_{LC}^{j_2,i} \). and similar equation exist if we include the right-center coupling term. Therefore the total contribution in the 2-nd order is

\[ \int d\tau_1 \int d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) g_C(\tau_2, \tau') \]
\[ (2.92) \]

This feature repeats for the higher-order terms and for general \( n \)-th order (\( n \) is even) it can be shown that

\[ \frac{1}{n!} \left( \frac{-i}{\hbar} \right)^{n+1} \int d\tau_1 \int d\tau_2 \cdots d\tau_n \langle T_C u_C^i(\tau) u_C^j(\tau') \rangle \langle V_L^{i}(\tau_1) \rangle \cdots \langle V_L^{n}(\tau_n) \rangle_{\rho(0)} \]
\[ = \int d\tau_1 \int d\tau_2 \cdots \int d\tau_n \left[ g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) g_C(\tau_2, \tau_3) \Sigma(\tau_3, \tau_4) \cdots g_C(\tau_n, \tau_1) \right]_{ij}, \quad (2.93) \]

and therefore we can write

\[ G_{CC}^0(\tau, \tau') = g_C(\tau, \tau') + \int \int d\tau_1 d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) g_C(\tau_2, \tau') + \cdots \]
\[ + \int \int \cdots \int d\tau_1 d\tau_2 \cdots d\tau_n g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) g_C(\tau_2, \tau_3) \cdots \Sigma(\tau_{n-1}, \tau_n) g_C(\tau_n, \tau') \]
\[ = g_C(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) G_{CC}^0(\tau_2, \tau'). \quad (2.94) \]
Steady state limit and Landauer formula

Steady state limit can be achieved by letting \( t_0 \to -\infty \). Then by performing Fourier transformation of Eq. (2.83) we obtain

\[
\langle I_L \rangle = - \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \hbar \omega \text{Tr} \left[ G_0^r[\omega] \Sigma^K_L[\omega] + G_0^K[\omega] \Sigma^a_L[\omega] \right].
\] (2.95)

(For notational simplicity we dropped the subscript \( CC \) in \( G_0^{0CC} \)). In the frequency domain different components of \( G_0 \) are obtained from the Dyson equation given in Eq. (2.85) and are written as (see appendix (E))

\[
G_0^r[\omega] = g^r_C[\omega] + g^r_C[\omega] \Sigma^r[\omega] G_0^{CC}[\omega],
\]
\[
G_0^K[\omega] = G_0^a[\omega] \Sigma^K[\omega] G_0^a[\omega],
\]
\[
G_0^a[\omega] = \left[ (\omega + i\eta)^2 - K^C - \Sigma^r[\omega] \right]^{-1},
\]
\[
G_0^a[\omega] = \left[ G_0^r[\omega] \right]^\dagger,
\]

where for the isolated center \( g^r_C[\omega] = [(\omega + i\eta)^2 - K^C]^{-1} \) (see appendix (F)).

Now we symmetrize the expression for current as

\[
\langle I_L \rangle = \frac{1}{2} \left[ \langle I_L \rangle + \langle I_L \rangle^* \right] = \int_{-\infty}^{\infty} \frac{d\omega}{8\pi} \hbar \omega \text{Tr} \left[ (G_0^a[\omega] - G_0^r[\omega]) \Sigma^K_L[\omega] + G_0^K[\omega] \left( \Sigma^a_L[\omega] - \Sigma^a_R[\omega] \right) \right].
\] (2.97)

The lesser and greater components of the self-energy are given in the form of fluctuation-dissipation relations \( i.e., \)

\[
\Sigma^<_\alpha[\omega] = f_\alpha[\omega] \left( \Sigma^r_\alpha[\omega] - \Sigma^a_\alpha[\omega] \right),
\]
\[
\Sigma^>_\alpha[\omega] = (1 + f_\alpha[\omega]) \left( \Sigma^r_\alpha[\omega] - \Sigma^a_\alpha[\omega] \right), \quad \alpha = L, R.
\] (2.98)
where $f_\alpha[\omega] = 1/(e^{\beta_\alpha \hbar \omega} - 1)$ is the Bose distribution function for the leads.

We define the spectral function for the leads as

$$\Gamma_\alpha[\omega] = i(\Sigma^r_\alpha[\omega] - \Sigma^a_\alpha[\omega]) \quad \alpha = L, R.$$ (2.99)

Using these relations and an important identity given by (see appendix (E))

$$G^a_0[\omega] - G^r_0[\omega] = i G^r_0[\omega](\Gamma_L[\omega] + \Gamma_R[\omega])G^a_0[\omega],$$ (2.100)

we can simplify the expression for current and obtain the Landauer formula as

$$\langle I_L \rangle = \int_{-\infty}^{\infty} d\omega \frac{\hbar \omega}{4\pi} \text{Tr}\left[ T(\omega) \right] (f_L[\omega] - f_R[\omega]),$$ (2.101)

where Tr $[T[\omega]]$ is known as the Transmission function and given by the Caroli formula [31]

$$T[\omega] = G^r_0[\omega]\Gamma_L[\omega]G^a_0[\omega]\Gamma_R[\omega].$$ (2.102)

From the expression for current, the conductance $\sigma$ can be obtained as

$$\sigma(T) = \lim_{T_L \to T, T_R \to T} \frac{\langle I_L \rangle}{T_L - T_R} = \int_{-\infty}^{\infty} d\omega \frac{\hbar \omega}{4\pi} \text{Tr}\left[ T(\omega) \right] \frac{\partial f[\omega]}{\partial T},$$ (2.103)

where $T$ is the equilibrium temperature.
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Chapter 3

Full-counting statistics (FCS) in heat transport for ballistic lead-junction-lead setup

In the previous chapter we have introduced the lead-junction-lead setup to study heat transport with the junction part considered as harmonic. Based on this model, we study here the energy-counting statistics i.e., the statistics of heat (integrated current), transferred through the center (denoted by $C'$) (Fig. 3.1) during a given time interval $[0, t_M]$. In addition, we consider the situation where the atoms in the junction part could be driven by external time-dependent force. This opens up the possibility to study energy-dissipation, heat-pumping behavior, and also Jarzynski equality in the context of fluctuation theorems. Employing NEGF-Keldysh
formalism we obtain the cumulant generating function (CGF) under this general scenario. The developed formalism can deal with both transient and steady-state on equal footing and also various initial conditions for the density operator. Such investigations gives definite answer to some of the very general queries in quantum dissipative transport such as

1. Under what conditions the system reaches steady state and whether it is unique or not?

2. How initial conditions and quantum measurements affect the transient?

3. What are the effects of system parameters on the steady state.

In this chapter, we try to give answers to these questions. We also show that the effect of energy measurement to obtain heat is reflected in CGF via the shifted time argument for the self-energy. In the steady state we obtain explicit expression for the CGF which is similar to the Levitov-Lesovik formula [1, 2] for electrons and satisfy Gallavotti-Cohen(GC) [3, 4] fluctuation symmetry. In the later part of this chapter we derive the CGF corresponding to the joint probability distribution \( P(Q_L, Q_R) \), and discuss the correlation between \( Q_L \) and \( Q_R \).
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Figure 3.1: A schematic representation of lead-junction lead setup. The left (L) and right (R) leads are at temperatures $T_L$ and $T_R$ respectively. The leads are modeled as coupled harmonic oscillators. The center (C) here consists of 3 atoms.

### 3.1 The general lattice model

Here we introduce a very general lattice model to study heat transport. As before, the full system is divided into three parts the left, right and the center. The leads are modeled as infinite collection of coupled harmonic oscillators. Such heat baths are named after Rubin and often called as Rubin heat baths [5, 6]. The Hamiltonian for these three parts are given as

$$H_\alpha = \frac{1}{2} p_\alpha^T p_\alpha + \frac{1}{2} u_\alpha^T K^\alpha u_\alpha, \quad \alpha = L, C, R,$$

(3.1)

where the meaning of $p_\alpha, u_\alpha$ and $K^\alpha$ are the same, as explained in Chapter 2 (see Sec. 2.4). The center part can also have nonlinear interactions such as phonon-phonon interactions and takes the following form

$$H_n = \frac{1}{3} \sum_{ijk} T_{ijk} u_i^C u_j^C u_k^C + \frac{1}{4} \sum_{ijkl} T_{ijkl} u_i^C u_j^C u_k^C u_l^C.$$

(3.2)

The quartic interaction is important in stabilizing the system, as a purely cubic term makes the energy unbounded from below. The coupling between the center and the leads is quadratic in position and the coupling
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Matrix in our formalism could be time-dependent. Therefore the coupling Hamiltonian is given as

\[ H_T(t) = u_L^T V^{LC}(t) u_C + u_R^T V^{RC}(t) u_C. \]  

(3.3)

Note that \( V^{LC}(t) = [V^{CL}(t)]^T \) and similarly for \( V^{CR}(t) \). \( T \) here stands for the matrix transpose. Such time-dependent coupling are useful for manipulating current, developing devices such as thermal switch, heat pump [7, 8] etc. The dynamic matrix of the full linear system is

\[
K = \begin{bmatrix}
K^L & V^{LC}(t) & 0 \\
V^{CL}(t) & K^C & V^{CR}(t) \\
0 & V^{RC}(t) & K^R
\end{bmatrix}.
\]  

(3.4)

We assume that there is no direct interaction between the leads. For \( t > 0 \), an external time-dependent force is applied to the center atoms, which couples only with the position operators \( i.e., \)

\[ V_C(t) = -f^T(t) u_C, \]  

(3.5)

where \( f(t) \) is the time-dependent force vector. The force can be in the form of electromagnetic field. Choice of this particular type of coupling helps us to obtain an analytical solution for the CGF, as the entire system is still harmonic. Therefore the full Hamiltonian for \( t > 0 \) (in the Schrödinger picture) is given as

\[ \mathcal{H}(t) = \mathcal{H}(0^-) + V_C(t) = \mathcal{H}_C + \mathcal{H}_L + \mathcal{H}_R + \mathcal{H}_T(t) + \mathcal{H}_n + V_C(t). \]  

(3.6)
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In this chapter we will focus on the harmonic junction. i.e., $\mathcal{H}_n = 0$ and discuss the nonlinear effects in chapter 6.

### 3.2 Definition of current, heat and entropy-production

In this thesis, we will be looking at the statistics of two nonequilibrium quantities namely the heat and the entropy-production. Let us say that we are interested in the energy flowing out of the left lead during the time interval $[0, t_M]$. Then the heat operator is defined as the time integral of the left lead current operator $\mathcal{I}_L$.

**Heat operator for the left-lead**

The left lead heat operator is given as the change of energy of left lead Hamiltonian.

$$Q_L(t_M) = \int_0^{t_M} \mathcal{I}_L(t') dt' = \mathcal{H}_L(0) - \mathcal{H}_L^H(t_M), \quad (3.7)$$

where the current operator $\mathcal{I}_L(t)$, as defined previously, is the rate of change of energy of the left-lead i.e.,

$$\mathcal{I}_L(t) = -\frac{d\mathcal{H}_L^H(t)}{dt} = \frac{i}{\hbar}[\mathcal{H}_L^H(t), \mathcal{H}^H(t)] = p_L^T(t) V^{LC}(t) u_C(t), \quad (3.8)$$

Here the operators are in the Heisenberg picture. The dependence of $t$ in
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\( V^{LC}(t) \) is parametric. \( \mathcal{H}_L \[ = \mathcal{H}_L(0) \] \) is the Schrödinger operator of the free left lead and

\[
\mathcal{H}_L^H(t) = \mathcal{U}(0, t) \mathcal{H}_L \mathcal{U}(t, 0).
\] (3.9)

\( \mathcal{U}(t, t') \) is the evolution operator corresponding to the full Hamiltonian \( \mathcal{H}(t) \) and satisfies the Schrödinger equation with the formal solution

\[
\begin{aligned}
\mathcal{U}(t, t') &= \begin{cases} 
T \exp \left[ -\frac{i}{\hbar} \int_{t'}^t \mathcal{H}(t_1) \, dt_1 \right] & \text{for } t > t' \\
\bar{T} \exp \left[ \frac{i}{\hbar} \int_t^{t'} \mathcal{H}(t_1) \, dt_1 \right] & \text{for } t' > t
\end{cases}
\end{aligned}
\]

where \( T \) (\( \bar{T} \)) is the time order (anti-time ordered) operator which orders the operators with increasing time from right (left) to left (right).

**Entropy-production in the leads**

Based on the idea of macroscopic thermodynamics, we also define the net entropy-production in the leads due to exchange of heat as [9, 10]

\[
\Sigma(t_M) = - \sum_{\alpha=L,R} \beta_\alpha Q_\alpha(t_M) = \sum_{\alpha=L,R} \beta_\alpha \left( \mathcal{H}_\alpha^H(t_M) - \mathcal{H}_\alpha(0) \right)
\] (3.10)

with \( \beta_\alpha = 1/k_B T_\alpha \) is related to the inverse temperature of the leads.

### 3.3 Characteristic function (CF)

The primary interest in FCS for charge/heat transport is to obtain the probability distribution for the transferred quantity. However calculating
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these distributions directly is highly nontrivial if not impossible. The most convenient approach to get the distribution is to work with the characteristic function (CF) which is simply the Fourier transformation of the probability distribution. Once the CF is known, physical observables i.e., the moments of charge/heat are then obtained by the derivatives of this CF and the inverse Fourier transformation will give the probability distribution.

**CF for heat**

Based on the definition of heat in Eq. (3.7) and following the derivation for the CF using two-time measurement procedure, in the introduction chapter (see Eq. (1.18)), we can identify operator $\mathcal{A}$ as $\mathcal{H}_L$ and the transferred quantity as $Q_L = a_0 - a_{t_M}$ where $a_0$ and $a_{t_M}$ are the eigenvalues associated with the measurement of $\mathcal{H}_L$ at time 0 and $t_M$ respectively. (Note that $Q$ of non-calligraphic font is a classical variable). Here $\mathcal{H}_L$ does not depend on time explicitly. Thus the CF is simply given as [11]

$$Z(\xi_L) = \langle e^{i\xi_L Q_L} \rangle = \langle e^{i\xi_L (a_0 - a_{t_M})} \rangle = \sum_{a_0, a_{t_M}} e^{i\xi_L (a_0 - a_{t_M})} P(a_{t_M}, a_0)$$

$$= \langle e^{i\xi_L H_L} e^{-i\xi_L H_L^{(t_M)}} \rangle \rho'(0)$$

$$= \langle e^{i\xi_L H_L/2} e^{-i\xi_L H_L^{(t_M)}} e^{i\xi_L H_L/2} \rangle \rho'(0). \quad (3.11)$$

The average here is with respect to the projected density matrix i.e.,

$$\rho'(0) = \sum_{a_0} \Pi_{a_0} \rho(0) \Pi_{a_0}, \quad (3.12)$$
which captures the information about the initial measurement. \( \rho(0) \) is the density operator of the entire system. Note that the above expression for the CF is valid for general interacting center and therefore is also the starting point for calculations for anharmonic systems. Once this CF is known the probability distribution for \( Q_L \) is obtained as

\[
P(Q_L) = \int_{-\infty}^{\infty} d\xi L e^{-i\xi L Q_L} Z(\xi L).
\] (3.13)

**Generalization of the CF**

Based on this two-time measurement procedure, it is easy to generalize the CF corresponding to the measurement of multiple operators. This is possible only if the operators commute with each other at the same instant of time. Then according to quantum mechanics such measurements are allowed and Nelson’s theorem [12] guarantees that the probability distribution in such case is well-defined.

For example, in this model, it is possible to measure the Hamiltonians \( \mathcal{H}_\alpha, \alpha = L, C, R \) for the leads and the center simultaneously as they all commute with each other at any given time. Therefore if we perform two-time measurement for these operators once at time \( t = 0 \) and then at the final time \( t = t_M \) the CF can be generalized as

\[
Z(\xi L, \xi C, \xi R) = \langle e^{i\xi_L Q_L + i\xi_C Q_C + i\xi_R Q_R} \rangle
= \langle e^{i \sum_{\alpha = L, C, R} \xi_\alpha H_\alpha} e^{-i \sum_{\alpha = L, C, R} \xi_\alpha H_\alpha^{(t_M)}} \rangle \rho'(0),
\] (3.14)
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where we now modify the projected density operator as

\[ \rho'(0) = \sum_{a_0, b_0, c_0} \Pi_{a_0}^L \Pi_{b_0}^C \Pi_{c_0}^R \rho(0) \Pi_{a_0}^L \Pi_{b_0}^C \Pi_{c_0}^R. \]  (3.15)

Here \( a_0, b_0 \) and \( c_0 \) are the eigenvalues of \( \mathcal{H}_L, \mathcal{H}_C \) and \( \mathcal{H}_R \) respectively corresponding to the measurements at time \( t = 0 \). For this CF the inverse Fourier transformation will give the joint probability distribution \( P(Q_L, Q_C, Q_R) \),

\[ P(Q_L, Q_C, Q_R) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d\xi_L}{2\pi} \frac{d\xi_C}{2\pi} \frac{d\xi_R}{2\pi} e^{-i(\xi_L Q_L + \xi_C Q_C + \xi_R Q_R)} Z(\xi_L, \xi_C, \xi_R). \]  (3.16)

In the later part of this chapter we derive an explicit expression for a restricted version of this CF which is \( Z(\xi_L, \xi_R) \) at \( \xi_C = 0 \) to obtain the correlations between the left and the right lead heat and also the CF for entropy-production.

**Nazarov’s definition of CF**

Another definition of CF which is used mostly for the electronic transport case is given by Nazarov et al. [13, 14]. It is defined as

\[ Z_1(\xi_L) = \langle \tilde{T}_e^{\xi_L Q_L/2} T e^{i\xi_L Q_L/2} \rangle. \]  (3.17)

The time (or anti-time) order operator here is meant to apply to the integrand when the exponential is expanded and \( Q_L \) is expressed as integral
over $I_L$ as in Eq. (3.7) i.e.,
\begin{equation}
T e^{i \xi L Q / 2} = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{i \xi L}{2} \right)^n \int_0^{t_{M1}} dt_1 \int_0^{t_{M2}} dt_2 \cdots \int_0^{t_{Mn}} dt_n T[I_L(t_1)I_L(t_2) \cdots I_L(t_n)].
\end{equation}

(3.18)

In the last section of this chapter we will show how this CF can be derived starting from $Z(\xi_L)$ given in Eq. (3.11) under a particular assumption and will present the long-time limit expression for $Z_1(\xi_L)$ for this harmonic model. We will show that this CF does not respect the Gallavotti-Cohen (GC) fluctuation symmetry, however the first two cumulants of heat matches with the ones obtained from $Z(\xi_L)$ which also followed from the definitions.

3.4 Initial conditions for the density operator

In this chapter, we derive analytic expressions for the CF of heat $Z(\xi_L)$ for three different initial conditions of the density operator and discuss the behavior of the moments (cumulants) of heat at transient as well as at long time. We choose three different initial conditions as:

**Product initial state:**
We assume at $t < 0$, the three parts of the full system i.e., the center ($C$) and the leads ($L$ and $R$) are decoupled and equilibrated at their respective
equilibrium temperatures $T_{\alpha}(\alpha = L, C, R)$ by keeping them in weak contacts with respective heat baths. Therefore each system will be in their own equilibrium distributions. At $t = 0$ the heat baths are removed and the connection between the system and the leads are switched on suddenly. Therefore the initial density matrix at $t = 0$ is given by the direct product state of $L, C$ and $R$ i.e.,

$$\rho_{\text{prod}}(0) = \rho_L \otimes \rho_C \otimes \rho_R, \quad \rho_\alpha = \frac{e^{-\beta_\alpha H_\alpha}}{\text{Tr}[e^{-\beta_\alpha H_\alpha}]} \text{ for } \alpha = L, C, R, \quad (3.19)$$

where $\beta_\alpha = 1/(k_B T_\alpha)$ is the inverse temperature. Note that for such initial condition the initial projection operators in Eq. (3.12) and Eq. (3.15) do not play any role as $[H_\alpha, \Pi_\beta] = 0$ ($\alpha, \beta = L, C, R$) and therefore $\rho'(0)$ coincides with $\rho_{\text{prod}}(0)$.

**Steady state as initial state:**

Here we consider the initial density operator as the nonequilibrium steady state denoted as $\rho_{\text{NESS}}(0)$. As mentioned before (while deriving the Landauer formula in chapter 2), this particular nonequilibrium state can be achieved by starting with the decoupled initial state $\rho_{\text{prod}}$ at $t = -\infty$ and then switching on the couplings between the center and the leads adiabatically up to time $t = 0$ when the couplings become full i.e.,

$$H_T(t) = (H_{LC} + H_{RC})e^{-\epsilon|t|}, \quad \text{for } -\infty < t < 0, \quad \epsilon \to 0^+, \quad (3.20)$$

$$= H_{LC}(t) + H_{RC}(t) \quad \text{for } t > 0.$$

We assume that at $t = 0$ the system reaches to a unique steady state,
independent of the center temperature $T_C$. We can then relate $\rho_{\text{NESS}}(0)$ with $\rho_{\text{prod}}(0)$ by the following equation

$$
\rho_{\text{NESS}}(0) = \mathcal{U}(0, -\infty)\rho_{\text{prod}}(-\infty)\mathcal{U}(-\infty, 0).
$$

(3.21)

where $\mathcal{U}(0, -\infty) = T \exp \left[ -\frac{i}{\hbar} \int_{-\infty}^{0} \mathcal{H}_0 + (\mathcal{H}_{LC} + \mathcal{H}_{RC}) e^{-\epsilon|t|} dt \right]$ and $\mathcal{H}_0 = \mathcal{H}_L + \mathcal{H}_C + \mathcal{H}_R$.

Projected initial state:

To capture the effect of the initial measurement explicitly we consider the projected density matrix $\rho'(0)$ by choosing $\rho(0)$ as the NESS. Since $[\rho_{\text{NESS}}, \Pi_\alpha] \neq 0$, $\rho'(0)$ does not coincide with $\rho_{\text{NESS}}(0)$.

**Consistent Quantum Framework**

Based on the CF $\mathcal{Z}(\xi_L)$ the first moment or the heat is given as

$$
\langle Q_L(t_M) \rangle = \left. \frac{\partial \mathcal{Z}(\xi_L)}{\partial (i\xi_L)} \right|_{\xi_L=0} = \text{Tr} \left[ \rho'(0) (\mathcal{H}_L(0) - \mathcal{H}_L^H(t_M)) \right],
$$

(3.22)

and the heat current is just the time derivative of the heat i.e.,

$$
\langle I_L(t_M) \rangle = -\text{Tr} \left[ \rho'(0) \frac{d\mathcal{H}_L^H(t_M)}{dt_M} \right].
$$

(3.23)

On the contrary, it is possible to calculate the current from the natural definition, introduced in the previous chapter, and is given as

$$
\langle I_L(t_M) \rangle = -\text{Tr} \left[ \rho(0) \frac{d\mathcal{H}_L^H(t_M)}{dt_M} \right].
$$

(3.24)
Chapter 3. Full-counting statistics (FCS) in heat transport for ballistic lead-junction-lead setup

Note the difference in the density operator for these two cases. These two definitions are certainly not consistent and therefore thermal current deriving from the CF will not be equal to the natural definition of it. It is only for the product initial state when these two definitions matches and assures a consistent quantum framework for the problem. For details see [15, 16].

In the following section we derive analytic expressions for the CF of heat starting from Eq. (3.11) considering these three initial conditions.

3.5 Derivation of the CF $Z(\xi_L)$ for heat

3.5.1 $Z(\xi_L)$ for product initial state $\rho_{\text{prod}}(0)$ using Feynman diagrammatic technique

In this subsection we derive the CF for heat $Z(\xi_L)$ starting with the product initial state $\rho_{\text{prod}}(0)$ Because in this case the initial projection does not play any role the calculation for CF simplifies greatly. To obtain the CF we take the following steps:

- Express the CF as an effective evolution of the unitary operators on the Keldysh contour.
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- Write the CF in the interaction picture with respect to the decoupled Hamiltonians i.e., $H_0 = H_L + H_R + H_C$ and treating $H_T(t) + V_C(t)$ as interaction.

- Expand the CF in the interaction picture and use Wick’s theorem and Feynman diagrammatic technique to obtain the final result.

Step 1: CF on Keldysh contour:
Following Eq. (3.11) we can write

$$Z(\xi_L) = \left\langle e^{i\xi_L H_L/2} e^{-i\xi_L H_L(t_M)} e^{i\xi_L H_L/2} \right\rangle$$

$$= \left\langle e^{i\xi_L H_L/2} U(0, t_M) e^{-i\xi_L H_L/2} e^{-i\xi_L H_L/2} U(t_M, 0) e^{i\xi_L H_L/2} \right\rangle$$

$$= \left\langle U_{\xi L/2}(0, t_M) U_{-\xi L/2}(t_M, 0) \right\rangle,$$

where we define the modified unitary operator $U_x(t, t') (x = \pm \xi_L/2)$ as

$$U_x(t, t') = e^{ixH_L(t, t')} e^{-ixH_L}$$

$$= \sum_{n=0}^{\infty} \left( -\frac{i}{\hbar} \right)^n \int_{t'}^t dt_1 \int_{t'}^{t_1} dt_2 \cdots \int_{t'}^{t_{n-1}} dt_n$$

$$\times e^{ixH_L(t_1)H(t_2) \cdots H(t_n)} e^{-ixH_L}$$

$$= T \exp \left\{ -\frac{i}{\hbar} \int_{t'}^t H_x(t') dt' \right\}.$$

which is an evolution operator associated with the modified total Hamiltonian $H_x(t)$ and obeys the following Schrödinger equation

$$i\hbar \frac{dU_x(t, t')}{dt} = H_x(t) U_x(t, t'),$$

(3.27)
with $H_x$ given as

$$H_x(t) = e^{ixH_L}H(t)e^{-ixH_L},$$

$$= H(t) + (u_L(hx) - u_L)^T V^{LC} u_C, \quad (3.28)$$

where $u_L(hx) = e^{ixH_L}u_L e^{-ixH_L}$ is the free left lead Heisenberg evolution to time $t = hx$. Since the leads are harmonic $u_L(hx)$ can be explicitly obtained.

$$u_L(hx) = \cos(\sqrt{K_L}hx)u_L + \frac{1}{\sqrt{K_L}} \sin(\sqrt{K_L}hx)p_L. \quad (3.29)$$

The matrix $\sqrt{K_L}$ is well-defined as the matrix $K_L$ is positive definite. $u_L$ and $p_L$ are the initial values at $t = 0$. The final expression for $H_x(t)$ is

$$H_x(t) = H(t) + [u_L^T C(x) + p_L^T S(x)] u_C, \quad (3.30)$$

where

$$C(x) = (\cos(hx\sqrt{K_L}) - I)V^{LC};$$

$$S(x) = (1/\sqrt{K_L}) \sin(hx\sqrt{K_L}) V^{LC}. \quad (3.31)$$

We see that the effective Hamiltonian now has two additional terms with respect to the full $H(t)$. The term $u_L^T C(x) u_C$ is like the harmonic coupling term which modifies the coupling matrix $V^{LC}(t)$.
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Now we will make use of NEGF technique, introduced in the previous chapter. As explained before, if we read Eq. (3.25) from right to left, it says given a state it will evolve from initial time $t = 0$ to a maximum time $t_M$ under the unitary operator $U_{-\frac{\xi_L}{2}}(t, 0)$ and then evolves back from time $t_M$ to 0 with unitary evolution $U_{\frac{\xi_L}{2}}^\dagger(t, 0)$. Therefore, we can represent the CF on the Keldysh contour as

$$Z(\xi_L) = \text{Tr} \left[ \rho_{\text{prod}}(0) T_C e^{-\frac{i}{\hbar} \int C H_x(\tau) d\tau} \right].$$

(3.32)

and $T_C$ is the same contour-ordered operator defined in chapter 2 (operator later on contour placed at the left). If we transform back to the real time, the upper (lower) branch corresponds to the evolution $U_{-\frac{\xi_L}{2}}(t, 0)$ ($U_{\frac{\xi_L}{2}}^\dagger(t, 0)$) (see subsection 2.3.2). Running with two different evolutions on the two branches of the contour is the main essence of FCS study.

Note for $\xi_L = 0$ the normalization condition $Z(0) = 1$ is satisfied as $U^\dagger(t, 0) U(t, 0) = 1$. We introduce the contour function $x(\tau)$ as (see Fig 3.2)

$$x^\pm(t) = \begin{cases} \mp \frac{\xi_L}{2} & \text{for } 0 \leq t \leq t_M \\ 0 & \text{for } t > t_M \end{cases}$$

(3.33)

The plus and minus sign in the superscript of $x$ corresponds to the upper and lower branch of the contour respectively.

Step 2: Interaction picture with respect to decoupled Hamiltonian

Now we can write down Eq. (3.32) in the interaction picture with respect to the decoupled Hamiltonian $H_0 = \sum_{\alpha=L,C,R} H_\alpha$. Then the interaction
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Figure 3.2: The complex time contour $C$ for product initial state. The path of the contour begins at time 0 and goes to time $t_M$ with unitary evolution $U_{-\xi_L/2}(t_M,0)$, and then returns to time $t = 0$ with unitary evolution $U_{\xi_L/2}^\dagger(t_M,0)$. $\tau$ and $\tau'$ are complex-time variables along the contour.

Part of the Hamiltonian on the contour $C \equiv [0, t_M]$ is given as

$$\hat{V}_x(\tau) = -f_T(\tau)\hat{u}_C(\tau) + \hat{u}_R^T(\tau)V_{RC}(\tau)\hat{u}_C(\tau) + \hat{u}_L^T(\tau + i\xi_L/2)V_{LC}(\tau)\hat{u}_C(\tau). \tag{3.34}$$

(The symbol caret is used to denote that the operators are in the interaction pictures with respect to the free Hamiltonian $H_0$ e.g., $\hat{u}_C(\tau) = e^{iH_C\tau}\hat{u}_C e^{-iH_C\tau}$) The density matrix $\rho_{\text{prod}}(0)$ remains unaffected by this transformation as it commutes with $H_0$. Therefore the CF in the interaction picture can be written as

$$Z(\xi_L) = \text{Tr}\left[\rho_{\text{prod}}(0) T_e \sum_{\tau} e^{-\frac{i\pi}{\hbar} \int_{-\xi_L/2}^{\xi_L/2} \hat{V}_x(\tau) d\tau}\right]. \tag{3.35}$$

Step 3: Wick’s theorem and Feynman diagrammatic technique

Expanding the exponential in Eq. (3.35), we generate various terms of product of $u_a$. Since the density matrix is quadratic these terms can be decomposed in pairs according to Wick’s theorem [17]. For a non-vanishing contribution each type of $u$ should come in an even number of times because $\langle u_C \rangle_{\rho_{\text{prod}}(0)} = 0, \langle u_C u_L \rangle_{\rho_{\text{prod}}(0)} = 0$. We define the decoupled or free Green’s
functions as

\[-\frac{i}{\hbar} \langle T_C \hat{u}_\alpha(\tau) \hat{u}_{\alpha'}(\tau')T \rangle_{\rho_{\text{prod}}(0)} = \delta_{\alpha,\alpha'} g_\alpha(\tau, \tau'), \quad \alpha, \alpha' = L, C, R. \quad (3.36)\]

We collect the diagrams of all orders to sum the series. Since \( \hat{V}_x \) contains only two-point couplings, the diagrams are all ring type. The combinatorial factors can be worked out as \( 1/(2n) \) for a ring containing \( n \) vertices. We now make use of linked-cluster theorem [18] which says \( \ln Z \) contains only connected graphs, and the disconnected graphs cancel exactly when we take the logarithm. Therefore, the final result can be expressed as (in the discrete contour time) (see appendix (A))

\[
\ln Z(\xi_L) = -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left[ 1 - g_C \Sigma \right] - \frac{i}{2\hbar} \text{Tr}_{j,\tau} \left[ \hat{G} \hat{f} f^T \right]. \quad (3.37)
\]

(Bold symbol refers to the matrix representation of the Green’s functions in discrete contour time and functions with (') means they are counting field dependent) Here we define \( \tilde{\Sigma}(\tau, \tau') \) as

\[
\tilde{\Sigma}(\tau, \tau') \equiv \Sigma_L(\tau + \hbar x(\tau), \tau' + \hbar x'(\tau')) + \Sigma_R(\tau, \tau') = \Sigma(\tau, \tau') + \Sigma^A_L(\tau, \tau'), \quad (3.38)
\]

where \( \Sigma(\tau, \tau') \equiv \sum_{\alpha=L,R} \Sigma_\alpha(\tau, \tau') \) is the total self-energy coming from the leads and defined as \( \Sigma_\alpha(\tau, \tau') = V^{C\alpha} g_\alpha(\tau, \tau') V^{\alpha C} \). The notation \( \text{Tr}_{j,\tau} \) means trace over both in space index \( j \) and discretized contour time \( \tau \), i.e.,

\[
\text{Tr}_{j,\tau} [AB \cdots C] \equiv \int_C \int_C \cdots \int_C d\tau_1 d\tau_2 \cdots d\tau_n \text{Tr}_j \left[ A(\tau_1, \tau_2) B(\tau_2, \tau_3) \cdots C(\tau_n, \tau_1) \right], \quad (3.39)
\]
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with \( A, B, \cdots C \) are two point Green’s functions. Similarly \( \text{Tr}_{j,\tau} \left[ \tilde{G} f f^T \right] \) reads as

\[
\text{Tr}_{j,\tau} \left[ \tilde{G} f f^T \right] = \int_C \int_C d\tau_1 d\tau_2 \text{Tr}_j \left[ \tilde{G}(\tau_1, \tau_2) f(\tau_2) f^T(\tau_1) \right], \tag{3.40}
\]

with \( \tilde{G}(\tau, \tau') \) satisfy the following Dyson’s equation

\[
\tilde{G}(\tau, \tau') = g_C(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) \tilde{G}(\tau_2, \tau'). \tag{3.41}
\]

We introduce a new quantity \( \Sigma^A_L \) defined via Eq. (3.38) as the difference between the shifted self-energy and the usual one, i.e.,

\[
\Sigma^A_L(\tau, \tau') = \Sigma_L(\tau + \hbar x(\tau), \tau' + \hbar x(\tau')) - \Sigma_L(\tau, \tau'). \tag{3.42}
\]

This self-energy turns out to be the central quantity for this FCS problem.

Eq. (3.37) can also be written in a different form which will be useful later for deriving long-time limit as well as for numerical calculations. As we know that the steady state limit, for example, the Landauer formula for heat current is expressed in terms of \( G_0 \), the Green’s function in presence of leads, we therefore express the bare Green’s function \( g_C \) in terms of \( G_0 \). This can be achieved by introducing the Dyson’s equation for \( G_0 \) for the ballistic system as derived in chapter 2 (see Eq. (2.85))

\[
G_0(\tau, \tau') = g_C(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) G_0(\tau_2, \tau'), \tag{3.43}
\]
In discretized contour time we can write the above equation as

\[ G_0 = g_C + g_C \Sigma G_0 \]  

(3.44)

which implies \( G_0^{-1} = g_C^{-1} - \Sigma \). Using this we can simplify the term \( 1 - g_C \tilde{\Sigma} \) as follows

\[
1 - g_C \tilde{\Sigma} = 1 - g_C (\Sigma + \Sigma^A_L) \\
= g_C (g_C^{-1} - \Sigma - \Sigma^A_L) = g_C (G_0^{-1} - \Sigma^A_L) \\
= g_C G_0^{-1} (1 - G_0 \Sigma^A_L) = (1 - g_C \Sigma) (1 - G_0 \Sigma^A_L). \quad (3.45)
\]

The two factors above are in matrix (and contour time) multiplication. Using the relation between trace and determinant, \( \ln \det(M) = \text{Tr} \ln M \), and the fact, \( \det(AB) = \det(A) \det(B) \), we find that the two terms give two factors for \( Z \). Now the factor due to \( 1 - g_C \Sigma \) is a counting field independent term and can be shown to be equal to 1 (see appendix (B)). We then have [19, 20]

\[
\ln Z(\xi_L) = -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left[ 1 - G_0 \Sigma^A_L \right] - \frac{i}{2\hbar} \text{Tr}_{j,\tau} \left[ \tilde{G} \mathbf{f} \mathbf{f}^T \right]. \quad (3.46)
\]

Using the same procedure as above \( \tilde{G}(\tau, \tau') \) in Eq. (3.41) can also be expressed in terms of \( G_0(\tau, \tau') \) as

\[
\tilde{G}(\tau, \tau') = G_0(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 G_0(\tau, \tau_1) \Sigma^A_L(\tau_1, \tau_2) \tilde{G}(\tau_2, \tau'). \quad (3.47)
\]
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**Contour time to real time and Keldysh Rotation:**

As explained in chapter 2 that it is always convenient to perform a Keldysh rotation (Eq. (2.49)) for the contour ordered Green’s functions and work with the retarded, advanced and Keldysh components. Moreover as Keldysh rotation is an orthogonal transformation, the trace appearing in the CGF i.e., $\text{Tr}_{j,\tau}(1 - G_0 \Sigma^A_L)$ as well as $\text{Tr}_{j,\tau}[\tilde{G} f f^T]$ remain invariant.

**Proof**

As defined in Eq. (3.39)), $\text{Tr}_{j,\tau}(AB \cdots C)$ is given as,

$$\text{Tr}_{j,\tau}[AB \cdots C] \equiv \int_C \int_C \cdots \int_C d\tau_1 d\tau_2 \cdots d\tau_n \text{Tr}_j[A(\tau_1, \tau_2) B(\tau_2, \tau_3) \cdots C(\tau_n, \tau_1)]$$

(3.48)

Changing from contour to real-time integration i.e., using $\int d\tau = \sum_{\sigma=\pm 1} \int \sigma dt$

we have

$$\text{Tr}_{j,\tau}[AB \cdots C] = \sum_{\sigma_1, \sigma_2, \ldots, \sigma_n} \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_j[\sigma_1 A^{\sigma_1} B(t_1, t_2) \sigma_2 B^2(t_2, t_3) \cdots \sigma_n C(t_n, t_1)] \equiv \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_{j,\sigma}[\bar{A}(t_1, t_2) \bar{B}(t_2, t_3) \cdots \bar{C}(t_n, t_1)]$$

(3.49)

By absorbing the extra $\sigma$ into the definition of branch components it can be easily seen that

$$\text{Tr}_{j,\tau}[AB \cdots C] = \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_{j,\sigma}[\bar{A}(t_1, t_2) \bar{B}(t_2, t_3) \cdots \bar{C}(t_n, t_1)]$$

$$= \text{Tr}_{t,j,\sigma}[\bar{A} \bar{B} \cdots \bar{C}]$$

(3.50)
where $\bar{A} = \sigma_z A$ with $\sigma_z = \text{diag}(1, -1)$. Now since the Keldysh rotation is an orthogonal transformation transforming the matrix $\bar{A}$ to $\hat{A}$ such that $\hat{A} = O^T \bar{A} O$ (see Eq. (2.49) in chapter 2) we can easily see that,

$$
\text{Tr}_{t,j,\sigma} [\bar{A} \bar{B} \cdots \bar{C}] = \text{Tr}_{t,j,\sigma} [\hat{A} \hat{B} \cdots \hat{C}].
$$

Therefore we have

$$
\text{Tr}_{j,\tau} [AB \cdots C] = \text{Tr}_{t,j,\sigma} [\bar{A} \bar{B} \cdots \bar{C}] = \text{Tr}_{t,j,\sigma} [\hat{A} \hat{B} \cdots \hat{C}].
$$

For later convenience, we also perform two-frequency Fourier transformation defined as

$$
\bar{A}[\omega, \omega'] = \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} dt' \bar{A}(t, t') e^{i(\omega t + \omega' t')}.
$$

Then from Eq. (3.50) we can compute the trace in frequency domain as,

$$
\text{Tr}_{(j,\tau)} [AB \cdots C] = \int \frac{d\omega_1}{2\pi} \int \frac{d\omega_2}{2\pi} \cdots \int \frac{d\omega_n}{2\pi} \text{Tr}
\left[ \bar{A}[\omega_1, -\omega_2] \bar{B}[\omega_2, -\omega_3] \cdots \bar{C}[\omega_n, -\omega_1] \right]
= \text{Tr}_{j,\tau,\omega} [\bar{A} \bar{B} \cdots \bar{C}] = \text{Tr}_{j,\tau,\omega} [\hat{A} \hat{B} \cdots \hat{C}].
$$

The last line defines what we mean by trace in the frequency domain.

If the Green’s functions are counting field independent e.g., $G_0(\tau, \tau')$ then in the Keldysh space,

$$
\bar{G}_0 = \begin{pmatrix}
G^r_0 & G^K_0 \\
0 & G^a_0
\end{pmatrix}.
$$
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However this is not the case for $\Sigma^A_L(\tau, \tau')$ as well as for $\tilde{G}(\tau, \tau')$ as they depend on the counting field $\xi_L$. For example, using Eq. (3.42), in real time different components for $\Sigma^A_L(\tau, \tau')$ are given as

$$
\Sigma^\sigma\sigma'(t, t') = \Sigma^\sigma\sigma'(t + \hbar x^\sigma(t), t + \hbar x^{\sigma'}(t')) - \Sigma^\sigma\sigma'(t, t'),
$$

$$
= \Sigma^\sigma\sigma'(t - t' + \hbar (x^\sigma(t) - x^{\sigma'}(t'))) - \Sigma^\sigma\sigma'(t - t').
$$

(3.56)

which is time-translationally invariant because the lead is always in thermal equilibrium. Now using the values $x^\pm(t) = \mp \xi_L/2$ we obtain the components as

$$
\Sigma^\sigma_A(t) = \Sigma^\bar{\sigma}_A(t) = 0,
$$

$$
\Sigma^\sigma_A(t) = \Sigma^{\bar{\sigma}}_R(t + \hbar \xi_L) - \Sigma^{\bar{\sigma}}_L(t) \equiv a(t),
$$

$$
\Sigma^{\bar{\sigma}}_A(t) = \Sigma^{\bar{\sigma}}_L(t - \hbar \xi_L) - \Sigma^{\bar{\sigma}}_R(t) \equiv b(t).
$$

(3.57)

for $0 \leq t \leq t_M$ and is zero outside the measurement time interval i.e., $t > t_M$. Therefore after Keldysh rotation $\Sigma^A_L$ matrix is given as ($0 < t < t_M$)

$$
\tilde{\Sigma}^A_L(t) = \begin{bmatrix}
    a(t) - b(t) & a(t) + b(t) \\
    -a(t) - b(t) & -a(t) + b(t).
\end{bmatrix}
$$

(3.58)

Note that the $\bar{K}$ component is non-zero here. Finally we obtain the CF in the Keldysh space as
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\[
\ln Z(\xi_L) = -\frac{1}{2} \text{Tr}_{j,t,\sigma} \ln \left[ 1 - \check{G}_0 \check{\Sigma}_L \right] - \frac{i}{2\hbar} \text{Tr}_{j,t,\sigma} \left[ \check{G} f \check{f}^T \right], \quad (3.59)
\]

The external force \( f(t) \) does not depend on the branch index \( \sigma \). Therefore the matrix \( f \check{f}^T \) in the Keldysh space reads,

\[
f \check{f}^T = \begin{bmatrix}
0 & 2f f^T \\
0 & 0
\end{bmatrix}, \quad (3.60)
\]

\textbf{Importance of the final result}

Eq.(3.59) is one of the central result of this chapter which got the following importance for this particular model:

- The expressions for the CGF is valid for any arbitrary measurement time \( t_M \) which need not to be large and hence one can study both transient and steady state properties.

- The effect of measurements of \( H_L \) to obtain heat, is to shift the contour time argument of the corresponding self-energy by an amount \( \hbar x \) \( i.e., \Sigma_L(\tau, \tau') \rightarrow \Sigma_L(\tau + \hbar x, \tau' + \hbar x') \).

- The expression is valid for finite size of the heat baths and it is therefore interesting to study the corresponding effects on the cumulants.

- The CGF is valid for arbitrary time-dependent coupling between the leads and the junction.
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- The expression is valid in higher dimension for the system and for the heat-baths.

- The force constant matrix for the center \( K^C \) may be time-dependent. In that case the bare Green’s functions for the center \( i.e., g_C(t, t') \) is no more time-translationally invariant. However the Dyson equation (Eq. (3.43)) is still valid. A recent study [21] has investigated what happens to the thermal current in such case.

In the following we will derive the CGF for two other initial conditions \( i.e., \), \( \rho_{\text{NESS}}(0) \) and \( \rho'(0) \) based on Feynman path-integral formalism.

### 3.5.2 Feynman path-integral formalism to derive \( Z(\xi_L) \) for initial conditions \( \rho_{\text{NESS}}(0) \) and \( \rho'(0) \)

In this subsection we derive the CF starting from Eq. (3.11) for the initial conditions \( \rho_{\text{NESS}}(0) \) and \( \rho'(0) \) using path-integral approach. The major problem for formulating the path integral for these initial conditions is that they do not commute with the initial projection operator \( \Pi_a \) unlike the product initial state. However we can remove this projection operator by putting it into part of an evolution of \( \mathcal{H}_L \) by introducing another integration variable \( \lambda \). The key observation is that, the projector can be represented by the Dirac \( \delta \) function \( i.e., \), \( \Pi_a = \delta(a - \mathcal{H}_L) = \int_{-\infty}^{\infty} d\lambda/(2\pi) e^{-i\lambda(a-\mathcal{H}_L)} \). Substituting the Fourier integral representation into the expression for \( \rho'(0) \)
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we obtain

\[ \rho'(0) \propto \int da \Pi_a \rho_{\text{NESS}}(0) \Pi_a \]  
\[ = \int \frac{d\lambda}{2\pi} e^{i\lambda H_L} \rho_{\text{NESS}}(0) e^{-i\lambda H_L}. \]  

(3.61)  
(3.62)

Then using the expression for \( Z(\xi_L) \) in Eq. (3.11) we write

\[ Z(\xi_L) = \langle e^{i\xi_L H_L/2} e^{-i\xi_L H_L(0)} e^{i\xi_L H_L/2} \rangle^t \]
\[ \propto \int \frac{d\lambda}{2\pi} \text{Tr} \{ \rho(0) U_{\xi_L/2-\lambda(0, t_M)} U_{-\xi_L/2-\lambda(t_M, 0)} \} \]
\[ = \int \frac{d\lambda}{2\pi} Z(\xi_L, \lambda). \]  

(3.63)

The proportionality constant will be fixed later by the condition \( Z(0) = 1 \).

As before, the CF on Keldysh contour can be written as

\[ Z(\xi_L, \lambda) = \text{Tr} \left[ \rho_{\text{NESS}}(0) T_C e^{-\frac{i}{\hbar} \int_C H_x(\tau) d\tau} \right], \]  

(3.64)

which can be expressed in terms of the product initial state \( \rho_{\text{prod}} \) using the relation in Eq. (3.21) connecting \( \rho_{\text{prod}} \) and \( \rho_{\text{NESS}}(0) \). Then we obtain

\[ Z(\xi_L, \lambda) = \text{Tr} \left[ \rho_{\text{prod}}(-\infty) T_C e^{-\frac{i}{\hbar} \int_K H_x(\tau) d\tau} \right]. \]  

(3.65)

Note that for product initial state, the contour \( C \) was running from 0 to \( t_M \) and back to 0, while in this case the contour \( K \) is running from \( -\infty \) to \( t_M \) and back to \( -\infty \) (see Fig (3.3)). We define the function \( x(\tau) \) on the
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Figure 3.3: The complex time contour $K$ for projected initial state. The path of the contour begins at time $-\infty$, goes to time $t_M$, and then goes back to time $-\infty$. $\tau$ and $\tau'$ are complex-time variables along the contour. The function $x(\tau)$ is nonzero in the interval $0 \leq t \leq t_M$.

Contour $K$ as

$$x^\pm(t) = \begin{cases} \pm \frac{\xi}{2} - \lambda & \text{for } 0 \leq t \leq t_M \\ 0 & \text{for } t < 0 \text{ and } t > t_M. \end{cases}$$

Here we take the following steps to get the final result,

- First we write down $Z(\xi_L, \lambda)$ in the path integral representation.
- Then we obtain the Lagrangian corresponding to the modified Hamiltonian $H_x$.
- Then integrate out the bath variables to obtain the influence functional.
- Finally we get an effective action and integrate it over the center variables to obtain the CF.
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Step 1: Path integral representation of $Z(\xi_L, \lambda)$

Using Feynman path integral technique we can write Eq. (3.64) as

$$Z(\xi_L, \lambda) = \int \mathcal{D}[u_C]\mathcal{D}[u_L]\mathcal{D}[u_R] \rho_{\text{prod}}(-\infty) e^{i\hbar \int_K \mathcal{L}_{C+L+R+LC+CR}},$$

(3.66)

where $\mathcal{D}[u_\alpha]$ are the integration volume elements and $\rho_{\text{prod}}(-\infty)$ is shorthand notation for the matrix element $\langle u'_L, u'_C, u'_R | \rho_{\text{prod}}(-\infty) | u_L, u_C, u_R \rangle$.

Step 2: The Lagrangian corresponding to $\mathcal{H}_x$

The Lagrangians associated with the Hamiltonian $\mathcal{H}_x$ are:

$$\mathcal{L} = \mathcal{L}_L + \mathcal{L}_C + \mathcal{L}_R + \mathcal{L}_{LC} + \mathcal{L}_{CR},$$

$$\mathcal{L}_\alpha = \frac{1}{2} \dot{u}_\alpha^2 - \frac{1}{2} u_\alpha^T K^\alpha u_\alpha, \quad \alpha = L, R$$

$$\mathcal{L}_C = \frac{1}{2} \dot{u}_C^2 + f^T u_c - \frac{1}{2} u_C^T (K^C - S^T S) u_C,$$

$$\mathcal{L}_{LC} = -\dot{u}_L^T S u_C - u_L^T (V^{LC} + \mathcal{C}) u_C,$$

$$\mathcal{L}_{CR} = -u_R^T V^{RC} u_C.$$  

(3.67)

where $\mathcal{C}$ and $S$ are defined in Eq. (3.31) but with a different meaning for $x(\tau)$ which is now defined on the contour $K$. For notational simplicity, we have dropped the argument $\tau$ in the Lagrangians. The vector or matrices $f, C, \text{and } S$ are parametrically dependent on the contour time $\tau$. They are zero except on the interval $0 < t < t_M$.

Step 3: Influence functional on contour

Following Feynman and Vernon [22], we can eliminate the leads by performing Gaussian integrals. Since the coupling to the center is linear, the
result will be a quadratic form in the exponential, \(i.e.,\) another Gaussian. Therefore the influence functional for the left lead is given by [23]

\[
I_L[u_C(\tau)] \equiv \int \mathcal{D}[u_L] \rho_L(-\infty)e^{\frac{i}{\hbar} \int d\tau (\mathcal{L}_L + \mathcal{L}_{LC})} \\
= \text{Tr} \left[ \frac{e^{-\beta_L \mathcal{H}_L}}{Z_L} T_c e^{-\frac{i}{\hbar} \int d\tau \hat{V}_x(\tau)} \right] \\
= \exp \left[ -\frac{i}{2\hbar} \int \int d\tau d\tau' \hat{u}_C^T(\tau) \Pi_L(\tau, \tau') \hat{u}_C(\tau') \right], \quad (3.68)
\]

\[
\hat{V}_x(\tau) = \hat{u}_C^T(\tau + \hbar x(\tau)) V^{LC}(\tau) \hat{u}_C(\tau) + \frac{1}{2} \hat{u}_C^T(\tau) \mathcal{S}^T \mathcal{S} \hat{u}_C(\tau). \quad (3.69)
\]

In the above expressions, the contour function \(\hat{u}_C(\tau)\) is not a dynamical variable but only a parametric function. Note that \(\hat{V}_x\) is the interaction picture operator with respect to \(\mathcal{H}_L\), as a result, \(e^{it\mathcal{H}_L/\hbar} \hat{u}_L(\hbar x) e^{-it\mathcal{H}_L/\hbar} = \hat{u}_L(t + \hbar x)\).

We now define the important influence functional self-energy on the contour as

\[
\Pi_L(\tau, \tau') = \Sigma^A_L(\tau, \tau') + \Sigma_L(\tau, \tau') + \mathcal{S}^T \mathcal{S} \delta(\tau, \tau'), \quad (3.70)
\]

\[
\Sigma^A_L(\tau, \tau') + \Sigma_L(\tau, \tau') = V^{CL}(\tau) g_L(\tau + \hbar x(\tau), \tau' + \hbar x(\tau')) V^{LC}(\tau') \\
= \Sigma_L(\tau + \hbar x(\tau), \tau' + \hbar x(\tau')). \quad (3.71)
\]

\(\delta(\tau, \tau')\) here is the Dirac delta function on the contour. Equation (3.71) is similar to what we got for the product initial state (Eq. 3.38) with two differences

- The Green’s functions are defined on the contour which is running

\[
\text{(Continues on the next page)}
\]
from $-\infty$ to $t_M$ and back to $-\infty$.

- The meaning of the parameter $x(\tau)$ is different as it got a $\lambda$ dependence coming from the initial projection operator.

Similarly the influence functional for the right lead can be obtained as

$$I_R[u_C(\tau)] = \exp \left[ -\frac{i}{2\hbar} \int d\tau d\tau' u_T^C(\tau) \Sigma_R(\tau, \tau') u_C(\tau') \right].$$

(3.72)

This is the usual influence functional as no measurement is performed using the right lead Hamiltonian $\mathcal{H}_R$.

**Step 4: Effective action and the CGF**

The CF can now be written as

$$Z(\xi_L, \lambda) = \int D[u_C] \rho_C(-\infty) e^{\frac{i}{\hbar}\int d\tau \mathcal{L}_C} I_L[u_C] I_R[u_C]$$

$$= \int D[u_C] \rho_C(-\infty) e^{\frac{i}{\hbar}S_{\text{eff}}}$$

(3.73)

where

$$S_{\text{eff}} = \frac{1}{2} \int d\tau \int d\tau' u_T^C(\tau) D(\tau, \tau') u_C(\tau') + \int f^T(\tau) u_C(\tau) d\tau$$

(3.74)

and we define the differential operator $D(\tau, \tau')$ as

$$D(\tau, \tau') = -\left[ (I \frac{\partial^2}{\partial \tau^2} + K^C) \delta(\tau, \tau') + \Sigma(\tau, \tau') \right] - \Sigma_L^A(\tau, \tau')$$

$$= D_0(\tau, \tau') - \Sigma_L^A(\tau, \tau').$$

(3.75)
Therefore the final CF is obtained by doing another Gaussian integration and is of the following form

\[ Z(\xi_L) \propto \det(D)^{-1/2}e^{-i\pi f^T D^{-1}r}. \]  

(3.76)

We can identify that Green’s function \( G_0(\tau, \tau') \) in Eq. (3.43) and \( \tilde{G}(\tau, \tau') \) in Eq. (3.47) satisfying the following equations

\[
\int D_0(\tau, \tau'') G_0(\tau'', \tau') d\tau'' = I \delta(\tau, \tau'). \tag{3.77}
\]

\[
\int D(\tau, \tau'') \tilde{G}(\tau'', \tau') d\tau'' = I \delta(\tau, \tau'). \tag{3.78}
\]

We view the differential operator (integral operator) \( D \) and \( D^{-1} \) as matrices that are indexed by space \( j \) and contour time \( \tau \). The proportionality constant in Eq. (3.76) can be fixed by noting that \( Z(\xi_L = 0, \lambda = 0) = 1 \).

Since, when \( \xi_L = 0 \) and \( \lambda = 0 \), we have \( x = 0 \) and thus \( \Sigma^A_L(\tau, \tau') = \Sigma_L(\tau + h x, \tau' + h x') - \Sigma_L(\tau, \tau') = 0 \), so \( D = D_0 \). The properly normalized CF is

\[ Z(\xi_L, \lambda) = \det(D_0^{-1}D)^{-1/2}e^{-i\pi r^T D^{-1}r}. \]  

(3.79)

Finally making use of the formulas for operators or matrices \( \det(M) = e^{\text{Tr} \ln M} \), and \( \ln(1 - y) = -\sum_{k=1}^{\infty} \frac{y^k}{k} \) we can write the CGF in terms of \( \Sigma^A_L \).
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for the projected initial condition $\rho'(0)$ as,

$$\ln Z(\xi_L) = \lim_{\lambda \to \infty} \ln Z(\xi_L, \lambda)$$

$$= \lim_{\lambda \to \infty} \left\{ -\frac{1}{2} \text{Tr}_{j,\tau} \ln(1 - G_0 \Sigma^A_L) - \frac{i}{2\hbar} \text{Tr}_{j,\tau} (\tilde{G} f f^T) \right\}$$

$$= \lim_{\lambda \to \infty} \sum_{n=1}^{\infty} \frac{1}{2n} \text{Tr}_{j,\tau} \left[ (G_0 \Sigma^A_L)^n \right] - \frac{i}{2\hbar} \text{Tr}_{j,\tau} \left[ \tilde{G} f f^T \right],$$

where to obtain $Z(\xi_L)$ from $Z(\xi_L, \lambda)$ we took the limit $\lambda \to \infty$ because $Z(\xi_L, \lambda)$ approaches a constant as $|\lambda| \to \infty$ and therefore the value of the integral is dominated by the value at infinity. Following the same technique as before the above CGF in the Keldysh space reads

$$\ln Z(\xi_L) = \lim_{\lambda \to \infty} \left\{ -\frac{1}{2} \text{Tr}_{j,\tau,\sigma} \ln \left[ 1 - (\tilde{G}_0 \Sigma^A_L) \right] - \frac{i}{2\hbar} \text{Tr}_{j,\tau,\sigma} \left[ \tilde{G} f f^T \right] \right\}. \quad (3.80)$$

Now for steady state initial condition $\rho_{\text{NESS}}(0)$ the CGF can be immediately written down as

$$\ln Z(\xi_L) = \lim_{\lambda \to 0} \ln Z(\xi_L, \lambda). \quad (3.81)$$

**Conclusion**

For all three different initial conditions the CGF for heat is written in a compact way. The CGF is a sum of infinite terms with products of $G_0$ and $\Sigma^A_L$ which are in convolutions. The meaning of these Green’s functions depends on the initial conditions and accordingly is defined either on the
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contour $C[0, t_M]$ with parameter $x^\pm(t) = \mp \xi_L/2$ for $(0 < t < t_M)$ or on the contour $K[-\infty, t_M]$ with parameter $x^\pm(t) = \mp \xi_L/2 - \lambda$ for $(0 < t < t_M)$ and zero otherwise.

**CF for the right lead**

Similar relations also exist if we want to calculate the CGF for the right lead heat $Q_R$. In that case one has to measure the right lead Hamiltonian $H_R$ at two times. The final formula for the CGF remains the same except that $\Sigma_L^A$ should be replaced by $\Sigma_R^A$.

### 3.6 Long-time limit ($t_M \to \infty$) and steady state fluctuation theorem (SSFT)

For the long-time limit calculation we can use either Eq. (3.46) or Eq. (3.80). For convenience of taking the large time limit, *i.e.*, $t_M$ large, we prefer to set interval to $(-t_M/2, t_M/2)$. In this way, when $t_M \to \infty$, the interval becomes the full domain and Fourier transforms to all the Green’s functions and self-energy can be performed (where the translational invariance is restored). Applying the convolution theorem to the trace formula in Eq. (3.59), we find that there is one more time integral left with integrand independent of $t$. This last one can be set from $-t_M/2$ to $t_M/2$, obtaining an overall factor of $t_M$ and we have

$$
\text{Tr}_{(j,\tau)}[A B \cdots C] = t_M \int \frac{d\omega}{2\pi} \text{Tr}_{j,\sigma} \left[ \hat{A}(\omega) \hat{B}(\omega) \cdots \hat{C}(\omega) \right].
$$

(3.82)
Proof

In the long-time limit, the time-translational invariance of the Green’s functions implies

\[ \tilde{A}[\omega, \omega'] = 2\pi \tilde{A}[\omega] \delta(\omega + \omega') \]  

(3.83)

Thus from Eq. (3.54) we write

\[
\text{Tr}(j,\tau)(AB\cdots C) = \delta(0) \int d\omega \text{Tr}_{j,\sigma}[\tilde{A}[\omega] \tilde{B}[\omega] \cdots \tilde{C}[\omega]].
\]  

(3.84)

We write \( \delta(0) \), which got the dimension of inverse frequency, as \( t_M/2\pi \).

In the long-time limit, \( \Sigma^A_L[\omega] \) is obtained by the Fourier transformation of Eq. (3.58) and given as

\[
a[\omega] \equiv \Sigma^>_L[\omega](e^{-i\omega\xi_L} - 1) = -i(1 + f_L[\omega])\Gamma_L[\omega](e^{-i\omega\xi_L} - 1), \quad (3.85)
\]

\[
b[\omega] \equiv \Sigma^<_L[\omega](e^{i\omega\xi_L} - 1) = -if_L[\omega]\Gamma_L[\omega](e^{i\omega\xi_L} - 1), \quad (3.86)
\]

where we use the fluctuation-dissipation relations for the self-energy. \( \Gamma_\alpha[\omega] = i(\Sigma^>_\alpha[\omega] - \Sigma^<_\alpha[\omega]), \alpha = L, R \) is the spectral function and \( f_\alpha[\omega] = 1/(e^{\beta_\alpha\hbar\omega} - 1) \) is the Bose-Einstein distribution function for the leads. Note that \( \Sigma^A_L \) is supposed to depend on both \( \xi \) and \( \lambda \). However in the long-time limit, the \( \lambda \) dependence drops out which makes the steady state result independent of the initial distribution. Finally, the CGF for large \( t_M \) is given as
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\[
\ln Z(\xi_L) = -t_M \int \frac{d\omega}{4\pi} \text{Tr} \ln \left[ 1 - \tilde{G}_0[\omega] \tilde{\Sigma}_L[\omega] \right] - \frac{i}{\hbar} \int \frac{d\omega}{4\pi} \text{Tr} \left[ \tilde{G}[\omega] \tilde{F}[\omega, -\omega] \right],
\]

(3.87)

where \( \tilde{G}[\omega] \) is obtained by solving the Dyson equation given in Eq. (3.47) in frequency domain. \( \tilde{F}[\omega, -\omega] \) is written as

\[
\tilde{F}[\omega, -\omega] = \begin{bmatrix}
0 & f[\omega] f^T[-\omega] \\
0 & 0
\end{bmatrix}.
\]

(3.88)

So for the linear system the full CGF is separated into two parts. The first part is independent of the driving force and depends on the temperature of the leads. The second part is the contribution coming from the driving force. Therefore we write the CGF as

\[
\ln Z(\xi_L) = \ln Z^s(\xi_L) + \ln Z^d(\xi_L).
\]

(3.89)

In the following and subsequent sections we discuss about \( Z^s(\xi_L) \) and will return to \( Z^d(\xi_L) \) in the next chapter.

**Explicit expression for \( \ln Z^s(\xi_L) \) in long-time**

In order to obtain the explicit expression for \( \ln Z^s(\xi_L) \) in the long-time we need to compute the matrix product

\[
\tilde{G}_0[\omega] \tilde{\Sigma}_L[\omega] = \frac{1}{2} \begin{bmatrix}
G^r_0 & G^K_0 \\
0 & G^a_0
\end{bmatrix} \begin{bmatrix}
a - b & a + b \\
-(a + b) & b - a
\end{bmatrix}.
\]

(3.90)
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(we omit the argument \( \omega \) from \( G^{r,K,a}_0 \), \( a \) and \( b \) for notational simplicity) We rewrite the term \( \text{Tr} \ln(1 - M) \) as a determinant \( i.e., \ln \det(1 - M) \) and use the formula

\[
\det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det(A - BD^{-1}C) \det(D) = \det(AD - BC), \tag{3.91}
\]

assuming \([C, D] = 0\) and \( D \) to be an invertible matrix. This two conditions are satisfied here. By doing this the dimensions of the determinant matrix reduces by half. Finally using the steady state solutions for \( G^{r,K,a}_0 \) and \( \Sigma^{A}_L \) we obtain the steady state solution for \( Z^{s}(\xi_L) \) which reads

\[
\ln Z^{s}(\xi_L) = -t_M \int \frac{d\omega}{4\pi} \ln \det \left[ I - G^{r}_0 \Gamma_L G^{a}_0 \Gamma_R K(\omega; \xi_L) \right],
\]

\[
K(\omega; \xi_L) = (e^{i\xi_L \hbar \omega} - 1)f_L(1 + f_R) + (e^{-i\xi_L \hbar \omega} - 1)f_R(1 + f_L). \tag{3.92}
\]

If we consider the full system as a one-dimensional linear chain with nearest-neighbor interaction, then because of the special form of \( \Gamma_{\alpha} \) matrices (only one entry of the \( \Gamma \) matrices are non-zero) it can be easily shown that

\[
\det[I - (G^{r}_0 \Gamma_L G^{a}_0 \Gamma_R)K(\omega; \xi_L)] = 1 - \text{Tr} [T[\omega]] K(\omega; \xi_L) \tag{3.93}
\]

where \( T[\omega] = (G^{r}_0 \Gamma_L G^{a}_0 \Gamma_R) \) is the transmission matrix and \( \text{Tr} [T[\omega]] \) is the transmission function and known as the Caroli formula \([24, 25]\). For one-dimensional linear chain, this steady state result was first derived by Saito and Dhar \([26]\) in the phononic case.
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**Gallavotti-Cohen symmetry**

The CF $Z^*(\xi)$ in the steady state obeys the following symmetry

$$Z^*(\xi_L) = Z^*\left(-\xi_L + i(\beta_R - \beta_L)\right),$$

(3.94)

where $\beta_R - \beta_L$ is known as the thermodynamic affinity. This can be shown by using the relation $f_R(1 + f_L) = f_L(1 + f_R)e^{(\beta_R - \beta_L)\hbar \omega}$. This particular symmetry of the CF is known as Gallavotti-Cohen (GC) symmetry [3, 4]. The immediate consequence is that the probability distribution for transferred heat $Q_L$, given by the Fourier transform of the CF, i.e.,

$$P_{t_M}(Q_L) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\xi Z(\xi_L) e^{-i\xi L Q_L},$$

obeys the following relation in the large $t_M$ limit,

$$P_{t_M}(Q_L) = e^{(\beta_R - \beta_L)Q_L} P_{t_M}(-Q_L).$$

(3.95)

or equivalently

$$\lim_{t_M \to \infty} \ln \left[ \frac{P_{t_M}(Q_L)}{P_{t_M}(-Q_L)} \right] = (\beta_R - \beta_L)Q_L.$$  

(3.96)

This relation is known as the steady state fluctuation theorem which quantifies the ratio of positive and negative heat flux and therefore make precise statement about the violation of second law of thermodynamics.

**First two cumulants of heat**

The cumulants of heat can obtained by taking derivative of the CGF with
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respect to the counting field $\xi_L$ at $\xi_L = 0$ i.e.,

$$\langle \langle Q^n \rangle \rangle = \frac{\partial^n \ln Z(\xi_L)}{\partial (i\xi_L)^n} \bigg|_{\xi_L=0}$$  \hspace{1cm} (3.97)

The first cumulant is given as

$$\langle I_L \rangle \equiv \frac{\langle \langle Q_L \rangle \rangle}{t_M} = \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \hbar \omega \text{Tr}[T(\omega)](f_L - f_R).$$  \hspace{1cm} (3.98)

which is the Landauer-like formula in thermal transport. An alternate derivation starting from the definition of current is shown in chapter 2.

Similarly the second cumulant $\langle \langle Q_L^2 \rangle \rangle = \langle Q_L^2 \rangle - \langle Q_L \rangle^2$, which describes the fluctuation of the heat transferred, can be written as [26–28],

$$\frac{\langle \langle Q_L^2 \rangle \rangle}{t_M} = \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} (\hbar \omega)^2 \left\{ \text{Tr}[T(\omega)](f_L - f_R)^2 + \text{Tr}[T(\omega)](f_L + f_R + 2f_Lf_R) \right\}.$$  \hspace{1cm} (3.99)

The higher cumulants can also be obtained systematically.

In the following section we present details about numerical calculations for obtaining the cumulants of heat in one-dimensional linear chain system connected with Rubin heat baths and also for graphene junction for these three different initial conditions.
3.7 Numerical Results for the cumulants of heat

The central quantity to calculate the CGF numerically is the shifted self-energy $\Sigma^A_L$ which is given by

$$\Sigma^A_L(\tau, \tau') = \Sigma_L(\tau + \hbar x(\tau) + \hbar x(\tau')) - \Sigma_L(\tau, \tau').$$

(3.100)

The main computational task for a numerical evaluation of the cumulants using Eq. (3.37,3.59) is to compute the matrix series

$$-\ln(1 - M) = M + \frac{1}{2} M^2 + \cdots$$

where $M \propto \tilde{G}_0 \tilde{\Sigma}^A_L$. It can be seen due to the nature of $\Sigma^A_L$ that for the product initial state, exact $n$ terms up to $M^n$ is required for the $n$-th cumulants, as the infinite series terminates due to $\Sigma^A_L(\xi_L = 0) = 0$.

Numerically, we also observed for the projected initial state $\rho'(0)$, exactly $3n$ terms is required (although we don’t have a proof) if calculation is performed in time domain.

We need to perform convolution integrations in the time or frequency domain. For projected and steady state initial condition all components of $G_0$ are time translationally invariant, as they are calculated at the steady state, it is advantageous to work in the frequency domain (see appendix (C)). But for the product initial state there is no such preference and one has to solve the Dyson equation given in Eq. (3.43) (see appendix (D)) numerically. The cumulants are then obtained by taking derivatives i.e.,

$$\langle\langle Q^n \rangle\rangle = \left. \frac{\partial^n \ln Z}{\partial (\xi_L)^n} \right|_{\xi_L = 0}.$$
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Results for projected $\rho'(0)$ and product initial state $\rho_{\text{prod}}(0)$

In Fig. 3.4 and 3.5 we show results for the first four cumulants of heat for both left and right lead $Q_L$ and $Q_R$ starting with the projected $\rho'(0)$ and product state $\rho_{\text{prod}}(0)$ respectively. The system is a one-dimensional (1D) linear chain connected with Rubin heat baths. (One can consider other type of heat baths such as Ohmic or Lorentz-Drude bath [6]. In such cases the self-energy expressions should be modified.) By Rubin baths [5, 6] we mean a uniform linear chain with all spring constant $k$ and a small onsite $k_0$. We consider only one atom at the center. The atoms of the left and right side of the center are considered baths. The expressions for $G_0$ and the self-energy are given in appendix (E) and (F). We choose $k = 1 \text{ eV/(uÅ}^2\text{)}$ and the onsite potential $k_0 = 0.1 \text{ eV/(uÅ}^2\text{)}$ in all our calculations. For pure harmonic chain the onsite potential is important to achieve the steady state dynamically [29]. Few important observations for the cumulants are mentioned in the following:

- First of all we see that the cumulants greater than two are nonzero, which confirms that the distribution for heat $P(Q_L)$ or $P(Q_R)$ is non-Gaussian. This can also be seen from the steady state expression for CGF.

- The generic features are almost the same for both these initial conditions. However the fluctuations are larger for the product initial state $\rho_{\text{prod}}(0)$ as the couplings between the center and the leads are switched on suddenly. On the contrary, for the initial state $\rho'(0)$ the fluctuations are relatively small and the system reaches steady state.
Figure 3.4: The cumulants $\langle \langle Q^n_L \rangle \rangle$ and $\langle \langle Q^n_R \rangle \rangle$ for $n=1, 2, 3, \text{ and } 4$ for one-dimensional linear chain connected with Rubin baths, for the projected initial state $\rho'(0)$. The black (solid) and red (dashed) curves corresponds to $\langle \langle Q^n_L \rangle \rangle$ and $\langle \langle Q^n_R \rangle \rangle$ respectively. The temperatures of the left and the right lead are 310 K and 290 K, respectively. The center (C) consists of one particle.
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Figure 3.5: The cumulants $\langle\langle Q^n_L \rangle\rangle$ and $\langle\langle Q^n_R \rangle\rangle$ for $n=1, 2, 3, \text{and} 4$ for one-dimensional linear chain connected with Rubin baths for product initial state $\rho_{\text{prod}}(0)$. The black (solid) and red (dashed) curves corresponds to $\langle\langle Q^n_L \rangle\rangle$ and $\langle\langle Q^n_R \rangle\rangle$ respectively. The temperatures of the left, the center and the right lead are 310 K, 300 K and 290 K, respectively.
Figure 3.6: The cumulants $\langle\langle Q^n_L \rangle\rangle$ and $\langle\langle Q^n_R \rangle\rangle$ for $n=1, 2, 3,$ and $4$ for one-dimensional linear chain connected with Rubin baths for steady state initial state $\rho_{\text{NESS}}(0)$. The black (solid) and red (dashed) curves corresponds to $\langle\langle Q^n_L \rangle\rangle$ and $\langle\langle Q^n_R \rangle\rangle$ respectively. The temperatures of the left and the right lead are 310 K and 290 K, respectively.

much faster as compared with the product initial state.

- For $\rho'(0)$ due to the effect of the measurement, at starting time heat flux or the current (derivative of $\langle Q \rangle$ with $t_M$) (see Fig. 3.4) goes into the leads, which is quite surprising. But for $\rho_{\text{prod}}(0)$ although initial measurement do not play any role, energy still goes into the leads. This can also be shown analytically (see Appendix (G)).

- At the starting time the behavior of both $Q_L$ and $Q_R$ are very similar and can be intuitively understood as both the leads are identical and the effect of temperature difference is not realized in such a short time scale. At longer times the odd cumulants starts differing and
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Figure 3.7: The structure of a graphene junction with 6 degrees of freedom with two carbon atoms as the center.

finally grows linearly with time $t_M$ and agrees with the corresponding long-time predictions.

Result for steady-state initial condition $\rho_{\text{NESS}}(0)$

In Fig. 3.6 we show the results for the steady state initial condition, $\rho_{\text{NESS}}(0)$ by taking the limit $\lambda \to 0$. Since in this case the measurement effect is ignored the dynamics of the full system starts with the actual steady state. Therefore the first cumulant of heat increases linearly from the starting time at $t = 0$ and $\langle Q_L \rangle = t \langle I_L \rangle$ where the slope gives the correct prediction with the Landauer-like formula. However, higher order cumulants still shows transient behavior. In this case the whole system achieve steady state much faster as compared to the other two initial conditions.

Result for graphene junction

We also present numerical results for graphene system. In Fig. (3.7) we show the structure for the graphene junction system. The center region
Figure 3.8: The cumulants $\langle \langle Q^n \rangle \rangle$ as a function of $t_M$ for graphene junction for $n = 1, 2, 3$ and $4$. The curves are for the product initial state; the circles are for steady-state initial state. The dotted line is for the classical limit ($\hbar \to 0$ keeping $\lambda$ finite) for the steady-state initial condition. The temperature of the left lead is 330 K and that of the right lead is 270 K. For the product initial state, the center temperature is 300 K.
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consists of two atoms with six degrees of freedom, while the two leads are symmetrically arranged as strips (with periodic boundary conditions in the vertical direction). We obtained the force constants using the second generation Brenner potential. The computational effort required for convergence is huge for the graphene junction.

From the Fig. (3.8) we can see that similar to the 1D case, in graphene junction also, fluctuations are much larger for $\rho_{prod}(0)$ as compared to $\rho_{NESS}(0)$. As before for product initial state current goes into the leads at the beginning. If the system were classical, the measurement could not disturb the system. We should expect the current to be constant once the steady state is established. The dotted line in the figure correspond to the classical limit. The nonlinear $t_M$ dependence observed here in $\langle Q \rangle$ is fundamentally quantum mechanical in origin.

3.8 CF $\mathcal{Z}(\xi_L, \xi_R)$ corresponding to the joint probability distribution $P(Q_L, Q_R)$

In this section we derive the CF $\mathcal{Z}(\xi_L, \xi_R)$ for $\xi_C = 0$ introduced in Eq. (3.14). This CF corresponds to the joint probability distribution $P(Q_L, Q_R)$. Here we only consider the product initial state $\rho_{prod}(0)$. Other initial conditions can be handled as before. Following the same technique developed earlier
the generalized CGF reads

\begin{equation}
\ln \mathcal{Z}(\xi_L, \xi_R) = -\frac{1}{2} \text{Tr}_{(j,\tau)} \ln \left[ 1 - \left[ G_0(\Sigma_A^L + \Sigma_A^R) \right] \right], \tag{3.101}
\end{equation}

where an additional term \( \Sigma_A^R \) appears as an additive term due to the measurement of right Hamiltonian \( \mathcal{H}_R \). Therefore we now need to shift the contour-time arguments for both left and right lead self-energies, \( \alpha = L, R \)

\[
\Sigma^\alpha (\tau, \tau') = \Sigma^\alpha (\tau + \hbar x^\alpha (\tau), \tau' + \hbar x^\alpha (\tau')) - \Sigma^\alpha (\tau, \tau'), \quad \alpha = L, R
\]

\[
x^\pm_\alpha (\tau) = \begin{cases} \pm \frac{\xi^\alpha}{2} & \text{for } 0 < t < t_M \\ 0 & \text{for } t > t_M \end{cases}
\]

The CGF for the left-lead heat can be recovered trivially by substituting \( \xi_R = 0 \).

**Long time limit of the generalized CGF**

In the long-time limit due to time-translational invariance \( \mathcal{Z}(\xi_L, \xi_R) \) becomes a function of difference of the counting fields \([30, 31]\) \( \text{i.e.}, \xi_L - \xi_R \). The final expression for the CGF is the same as \( \ln \mathcal{Z}^s(\xi_L) \) except that now the counting field \( \xi_L \) should be replaced by \( \xi_L - \xi_R \). Therefore we have

\begin{equation}
\ln \mathcal{Z}^s(\xi_L - \xi_R) = -t_M \int \frac{d\omega}{4\pi} \ln \det \left[ I - \mathcal{T}[\omega] \mathcal{K}(\omega; \xi_L - \xi_R) \right]
\end{equation}

\[
\mathcal{K}(\omega; \xi_L - \xi_R) = (e^{i(\xi_L - \xi_R)\hbar \omega} - 1)f_L(1 + f_R) + (e^{-i(\xi_L - \xi_R)\hbar \omega} - 1)f_R(1 + f_L).
\tag{3.102}
\]

\( G_0 \) satisfies the same Dyson equation as before. Here we assume \( [\Gamma_L, \Gamma_R] = \)
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Figure 3.9: First three cumulants of the correlations between left and right
lead heat flux for one dimensional linear chain connected with Rubin baths,
starting with product initial state $\rho_{\text{prod}}(0)$. The left graph corresponds to
$\langle Q_L Q_R \rangle$ and the right graph corresponds to cumulants $\langle Q_L^n Q_R^m \rangle$ (black
curve, solid) and $\langle Q_R^n Q_L^m \rangle$ (red curve, dashed). The left, center and right
lead temperatures are 310 K, 290 K and 300 K respectively. The center
(C) consists of one particle.

0. By performing Fourier transformation of the CGF the joint probability
distribution is given as $P(Q_L, Q_R) = P(Q_L) \delta(Q_L + Q_R)$. The appearance
of the delta function is a consequence of the steady state which also implies
that if we calculate the CGF for heat for the center part, then it will be
independent of the counting field in the long-time limit.

The cumulants for the correlation between left and right lead heat flux
can be obtained from by taking derivative of the CGF with respect to the
counting fields $\xi_L$ and $\xi_R$, i.e.,

$$\langle Q_L^n Q_R^m \rangle = \frac{\partial^{n+m} \ln Z^s(\xi_L - \xi_R)}{\partial (i\xi_L)^n \partial (i\xi_R)^m} \bigg|_{\xi_L = \xi_R = 0}. \quad (3.103)$$

In the steady state the cumulants obey $\langle Q_L^n Q_R^m \rangle = (-1)^m \langle Q_R^n Q_L^m \rangle =$
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\((-1)^n \langle \langle Q_R^{m+n} \rangle \rangle \). The first cumulant give us the left and right lead correlation \( \langle \langle Q_L Q_R \rangle \rangle = \langle Q_L \rangle \langle Q_R \rangle - \langle Q_L Q_R \rangle \) and in the steady state is equal to \(-\langle \langle Q_L^2 \rangle \rangle \).

**Results for correlations of left and right lead heat flux**

In Fig. (3.9) we plot first few cumulants for the correlations of heat for one dimensional linear chain connected with Rubin bath and the center consists of only one atom. Initially the cumulant \( \langle \langle Q_L Q_R \rangle \rangle \) is positively correlated as both \( Q_L \) and \( Q_R \) are negative, however in the longer time since \( Q_L = -Q_R \) the correlation becomes negative. We also give plots for \( \langle \langle Q_L^2 Q_R \rangle \rangle \) (black, solid lines) and \( \langle \langle Q_R^2 Q_L \rangle \rangle \) (red, dashed lines) which in the long-time limit are negative and positively correlated respectively and match with the long-time predictions.

**Results for Entropy production in the reservoir**

From the two parameter CGF in Eq. (3.101) we can immediately write down the CGF for total entropy production in the leads given as \( \Sigma = -\beta_L Q_L - \beta_R Q_R \). In order to calculate this CGF we just make the substitutions \( \xi_L \rightarrow -\beta_L \xi \) and \( \xi_R \rightarrow -\beta_R \xi \) in Eq. (3.101). In the long-time limit the expression for entropy-production is similar to \( \ln Z(\xi_L, \xi_R) \) with \( \xi_L - \xi_R \) replaced by \( A \) and therefore it becomes an explicit function of thermodynamic affinity \( \beta_R - \beta_L \) [30, 31]. The CGF now satisfy the GC symmetry as \( Z(\xi) = Z(-\xi + i) \). In Fig. (3.10) we give results for the first four cumulants of the entropy production. All cumulants are positive and in the long-time limit give correct predictions.
Figure 3.10: The cumulants of entropy production $\langle \Sigma^n \rangle$ for $n=1, 2, 3, 4$ for one dimension linear chain connected with Rubin baths, for product initial state $\rho_{\text{prod}}(0)$. The left, center and right lead temperatures are 510 K, 400 K, and 290 K respectively. The center (C) consists of one particle.
3.9 Classical limit of the CF

In this section we will give the classical limit of the steady state expression for the CGF’s $\ln Z^s(\xi_L)$ given in Eq. (3.92). First of all we note that retarded and advanced Green’s functions, i.e., $G^r_0$ and $G^a_0$ are the same for quantum and classical case which can also be seen from the definitions as commutators gets replaced by the Poisson brackets. We know that in the classical limit $f_\alpha \to k_B T_\alpha$ and also $e^{ix} = 1 + ix + \frac{(ix)^2}{2} + \cdots$, where $x = \xi_L \hbar \omega$. Using this we obtain the classical limit of $Z^s(\xi_L)$ as

$$\ln Z^s_{\text{cls}}(\xi_L) = -t_M \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \ln \det \left[ I - T[\omega] \frac{i \xi_L}{\beta_L \beta_R} (i \xi_L + (\beta_R - \beta_L)) \right]. \quad (3.104)$$

This result reproduces that of Ref. [32] which was obtained from Langevin dynamics with white noise reservoirs. However above formula is valid for arbitrary colored noise which are written in terms of the self-energy of the leads. Similar to the quantum case, here the CGF obeys the GC symmetry, i.e., $Z^s_{\text{cls}}(\xi_L) = Z^s_{\text{cls}}(-\xi_L + i(\beta_R - \beta_L))$.

It is worth mentioning that very recently, the above study is extended for a general lead-junction-lead model including direct coupling between the leads and it is found that the long-time CGF can be written in a similar form as given in Eq. (3.92) with a different transmission function but the form of the counting-field dependent function is the same and therefore
satisfy GC symmetry. For details see Ref. [16, 33]

3.10 Nazarov’s definition of CF and long-time limit expression

In this section we first derive Nazarov’s CF [13, 14, 26] given by Eq. (3.17), starting from the CF derived using two-time measurement concept (see Eq. (3.11)) and then obtain the long-time limit expression for the harmonic lead-junction-lead model.

Derivation for Nazarov’s CF from two-time measurement CF

Employing two-time measurement method the CF is written as

\[
Z(\xi_L) = \langle e^{i\xi_L H_T} e^{-i\xi_L H_T^0} \rangle = \langle U_{\xi_L/2}(0, t) U_{-\xi_L/2}(t, 0) \rangle. \tag{3.105}
\]

where \( U_x(t, 0) = T \exp[-i \int_0^t \mathcal{H}_x(t') dt'] \) and the modified Hamiltonian is given as

\[
\mathcal{H}_x(t) = e^{ix\mathcal{H}_L} \mathcal{H}(t) e^{-ix\mathcal{H}_L},
\]

\[
= \mathcal{H}(t) + (u_L(\hbar \mathcal{E}) - u_L)^T V^{LC} u_C. \tag{3.106}
\]

Now let us consider small \( x = \pm \xi_L/2 \) limit. Then the modified Hamiltonian
can be approximated as

\[ H_x(t) \approx \mathcal{H}(t) + \hbar x I_L(0) + \mathcal{O}(x^2), \tag{3.107} \]

where \( I_L(0) = u_L^2 V^{LC} u_C \). The modified unitary operator then written as

\[ U_x(t, 0) = T \exp \left[ -\frac{i}{\hbar} \int_0^t (\mathcal{H}(\tilde{t}) + \hbar x I_L(0))d\tilde{t} \right]. \tag{3.108} \]

Now we can consider \( \hbar x I_L(0) \) as the interaction Hamiltonian and write the full unitary operator \( U_x \) as a product of two unitary operators as following

\[
\begin{align*}
U_x(t, 0) & = U(t, 0) U_x^I(t, 0), \\
U(t, 0) & = T \exp \left[ -\frac{i}{\hbar} \int_0^t \mathcal{H}(t') dt' \right], \\
U_x^I(t, 0) & = T \exp \left[ -\frac{i}{\hbar} \int_0^t \hbar x I_L(t') dt' \right]. \tag{3.109}
\end{align*}
\]

with \( I_L(t') = U^I(t', 0) I_L(0) U(t', 0) \) is the current operator in the Heisenberg picture. It is important to note that \( U \) is the usual unitary operator which evolves with the full Hamiltonian \( \mathcal{H}(t) \) in and has no counting-field dependence. Therefore in the small \( \xi_L \) approximation and using the expressions for \( U_x \) we can write the CF as

\[
Z_1(\xi_L) = \text{Tr} [\rho_{\text{prod}}(0) U_{\xi_L/2}^I(0, t) U_{\xi_L/2}^I(t, 0)], \tag{3.110}
\]

where we use the property of unitary operator, \( i.e., U^I(t, 0) U(t, 0) = 1 \).
Finally using the definition of heat operator $Q_L$ the CF reads

$$Z_1(\xi_L) = \left\langle \hat{T}e^{i\xi Q_L(t)/2} T e^{i\xi Q_L(t)/2} \right\rangle, \quad (3.111)$$

which is the same as in Eq. (3.17).

**Long-time limit for Nazarov’s CF**

In the following we will give the long-time limit expression for this CGF. In order to calculate the CGF, we go to the interaction picture with respect to the Hamiltonian $H_0 = H_L + H_C + H_R$, as we know how to calculate Green’s functions for operators which evolves with $H_0$ and treat the rest part as the interaction $V_x = H_{int} + \hbar x I_L(0)$. So the CF on contour $C = [0, t_M]$ can be written as

$$Z_1(\xi_L) = \left\langle T e^{-\frac{i}{\hbar} \int \hat{V}_x(\tau) d\tau} \right\rangle, \quad (3.112)$$

where $\hat{V}_x(\tau)$ is now given by

$$\hat{V}_x(\tau) = \hat{u}_L^T(\tau)V^{LC}\hat{u}_C(\tau) + \hat{u}_R^T(\tau)V^{RC}\hat{u}_C(\tau) + \hbar x(\tau)p_L(\tau)V^{LC}\hat{u}_C(\tau), \quad (3.113)$$

where $p_L = \dot{u}_L$. The time-dependence $\tau$ is coming from the free evolution with respect to $H_0$. $x(\tau)$ has the similar meaning as before, i.e., on the upper branch of the contour $x^+(t) = -\xi_L/2$ and on the lower branch $x^-(t) = \xi_L/2$. Now using the same idea as before, we expand the series, use Wick’s theorem and finally obtain the CGF as

$$\ln Z_1(\xi_L) = -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left[ 1 - G_0 \Sigma_A^A \right]. \quad (3.114)$$
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Here $G_0$ is the same as in Eq. (3.43). In this case however the shifted self-energy $\Sigma^A_{LL}$ is different and is written as

$$
\Sigma^A_{LL}(\tau, \tau') = \hbar x(\tau) \Sigma_{pl,ul}(\tau, \tau') + \hbar x(\tau') \Sigma_{ul,pl}(\tau, \tau') + \hbar^2 x(\tau) x(\tau') \Sigma_{pl,pl}(\tau, \tau').
$$  \hfill (3.115)

The notation $\Sigma_{AB}(\tau, \tau')$ means

$$
\Sigma_{AB}(\tau, \tau') = -\frac{i}{\hbar}[V^{CL} \langle T_c A(\tau) B^T(\tau') \rangle V^{LC}].
$$  \hfill (3.116)

The average here is with respect to equilibrium distribution of the left lead. It is possible to express the correlation functions such as $\Sigma_{pl,ul}(\tau, \tau')$ in terms of the $\Sigma_{ul,ul}(\tau, \tau') = \Sigma_{LL}(\tau, \tau')$ correlations. $\Sigma_{pl,ul}(\tau, \tau')$ and $\Sigma_{ul,pl}(\tau, \tau')$ is simply related to $\Sigma_{LL}(\tau, \tau')$ by the contour-time derivative whereas for $\Sigma_{pl,pl}(\tau, \tau')$ the expression is

$$
\Sigma_{pl,pl}(\tau, \tau') = \frac{\partial^2 \Sigma_{ul,ul}(\tau, \tau')}{\partial \tau \partial \tau'} + \delta(\tau, \tau') \Sigma^l_{LL}.
$$  \hfill (3.117)

Where $\Sigma^l_{LL} = V^{CL} V^{LC}$. Now in the frequency domain different components of $\Sigma^A_{LL}$ takes the following form

$$
\Sigma^i_{A}[\omega] = \frac{\hbar^2 \xi^2_{L} \omega^2}{4} \Sigma^i_{LL}[\omega] + \frac{\hbar^2 \xi^2_{L}}{4} \Sigma^l_{LL},
$$

$$
\Sigma^f_{A}[\omega] = \frac{\hbar^2 \xi^2_{L} \omega^2}{4} \Sigma^f_{LL}[\omega] - \frac{\hbar^2 \xi^2_{L}}{4} \Sigma^l_{LL},
$$

$$
\Sigma^{<}_{A}[\omega] = (i\hbar \xi_{L} \omega - \frac{\hbar^2 \xi^2_{L} \omega^2}{4}) \Sigma^{<}_{LL}[\omega],
$$

$$
\Sigma^{>}_{A}[\omega] = (-i\hbar \xi_{L} \omega - \frac{\hbar^2 \xi^2_{L} \omega^2}{4}) \Sigma^{>}_{LL}[\omega].
$$  \hfill (3.118)
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Finally using the fluctuation-dissipation relations between the self-energy, the long-time limit of the CGF can be explicitly written down as,

$$\ln Z_1(\xi_L) = -t_M \int \frac{d\omega}{4\pi} \ln \det \left[ 1 - (i\xi_L \hbar \omega) T[\omega] (f_L - f_R) \right] - \frac{(i\xi_L \hbar \omega)^2}{4} \left( T[\omega](1 + 2f_L)(1 + 2f_R) - G_0^a \Sigma^r \right) + G_0^a \Sigma_L^r - G_0^a \Gamma_L G_0^a \Gamma_L + J(\xi_L^2, \xi_L^4) \right],$$  \hspace{1cm} (3.119)

where $J(\xi_L^2, \xi_L^4)$ is given by

$$J(\xi_L^2, \xi_L^4) = -\frac{\hbar^2 \xi_L^2}{4} \left( G_0^a + G_0^r \right) \Sigma^I_L - \frac{1}{4} \frac{(i\xi_L \hbar \omega)^2}{2} \frac{\hbar^2 \xi_L^2}{2} + \left( G_0^a \Sigma^a_L G_0^a \Sigma^I_L + G_0^r \Sigma^I_L G_0^r \Sigma^a_L \right) + \frac{1}{4} \frac{(i\xi_L \hbar \omega)^4}{4} \left( G_0^a \Sigma^I_L G_0^a \Sigma^I_L \right).$$  \hspace{1cm} (3.120)

This CGF \textit{does not obey} the GC fluctuation symmetry. However it gives the correct first and second cumulant as the definitions turn out to be the same for both the CF’s $Z(\xi_L)$ and $Z_1(\xi_L)$ and are given as

$$\langle \langle Q \rangle \rangle = \langle Q \rangle = \frac{\partial \ln Z(\xi_L)}{\partial (i\xi_L)} = \frac{\partial \ln Z_1(\xi_L)}{\partial (i\xi_L)} = \int_0^t dt \langle I_L(t_1) \rangle,$$

$$\langle \langle Q^2 \rangle \rangle = \langle Q^2 \rangle - \langle Q \rangle^2 = \frac{\partial^2 \ln Z(\xi_L)}{\partial (i\xi_L)^2} = \frac{\partial^2 \ln Z_1(\xi_L)}{\partial (i\xi_L)^2}$$

$$= \int_0^t dt_1 \int_0^t dt_2 \langle I_L(t_1) I_L(t_2) \rangle - \left[ \int_0^t dt \langle I_L(t) \rangle \right]^2.$$  \hspace{1cm} (3.121)

Expressions for higher cumulants are different for the two CF and therefore the final expressions for the CGF’s are completely different from each other.
3.11 Summary

In summary, we present an elegant way of deriving the CGF for heat for a harmonic system connected with two heat baths. Using two-time measurement concept we derive the CGF based on NEGF and path-integral technique. We generalize the model by including time-dependent driving force at the center and also making the coupling between the leads and the center time-dependent. The leads in our formalism could be finite. The CGF is obtained for arbitrary transient time $t_M$. For this harmonic junction the CGF is written as a sum of two contributions. In this chapter we discuss the temperature bias part of the CGF which is written in terms of the center Green’s function and shifted self-energy of the measured lead. We found that the counting of the energy is related to the shifting in contour time for the corresponding self-energy. For the electron case also similar conclusion can be drawn (see appendix (H)). In addition to the energy measurement, for electrons, particle number measurement generates a contour-time dependent phase in the self-energy. We consider three different initial conditions for the density operator and show numerically that for 1D harmonic chain, connected with Rubin baths, transient behaviors significantly differ from each other but eventually reaches a unique steady state in the long-time limit. We also present results for graphene junction. An intriguing feature is that a measurement, even in the steady state, causes energy flow into the leads. We give explicit expressions of the CGF in the steady state invoking the time translational invariance of the center Green’s functions. The CGF obeys the GC fluctuation symmetry.
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We also obtain a two-parameter CGF which is useful for calculating the correlations between heat flux and also the total entropy production in the leads. The classical limit for the CGF is obtained which also satisfy the GC symmetry. We would like to point out that the effect of magnetic field can be similarly studied by including an additional term in the Hamiltonian given in the form $u^T_C A p_C$ where $A$ is an antisymmetric matrix and depends on the magnetic field. Such a model is used to explain a recently discovered phenomena known as Phonon Hall effect [34–36].
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Chapter 4

Full-counting statistics (FCS) and energy-current in the presence of driven force

Understanding the general features of energy current in a force-driven system is of significant interest. One of the major goal here is to control the current by applying periodic driving force and to convert the system to act like a heat pump [1–4]. *i.e.*, to direct heat against thermal bias by using external force. As an example, Ai et al [5] showed the heat pumping behavior in Frenkel-Kontorova (FK) chain by adjusting the frequency of the ac driving force. On the contrary, Marathe et al [6] showed that under periodic driving two coupled harmonic oscillators connected with thermal reservoirs fails to act as a heat pump.
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On the other hand, a recent study on driven quantum Langevin model for any arbitrary time-dependent potential shows that the energy dissipation flow to thermal environment is related to the violation of the fluctuation-dissipation relation [7, 8]. Moreover, for systems driven arbitrarily far from equilibrium it is possible to relate the work done during the nonequilibrium process with the free energy difference between two equilibrium states through Jarzynski’s equality (JE) [9–11]. Finding explicit forms of nonequilibrium distribution functions for work and henceforth averages for different systems is another major interest in this field [12–15].

In the previous chapter, for a forced-driven harmonic lead-junction-lead model we found that the full CGF can be separated into two terms (see Eq. (3.89)). The force independent term in the long-time limit reduces to the Levitov-Lesovik like formula for phonons. In this chapter we investigate the other term of the CGF coming due to the driving force. We first obtain the long-time limit expression for the CGF and then generalize it by introducing another counting field for the right lead heat to study driven force induced entropy production in the leads. This also satisfy fluctuation symmetry. For periodic driving we derive an explicit expression for the CGF when the system is connected with Rubin heat baths and then explore the effects on steady state energy current due to system size and applied frequency. In addition we compare the effects of Rubin [16] and Ohmic [17] heat baths on energy current. We also present an alternate derivation for transient energy current starting from the basic definition of the current operator.
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4.1 Long-time result for the driven part of the CGF $\ln Z^d(\xi_L)$

In this section we derive an explicit expression for the forced-driven CGF $\ln Z^d(\xi_L)$ in the long-time limit (for periodic driven force) which is given by (Eq. (3.87))

$$
\ln Z^d(\xi_L) = -\frac{i}{\hbar} \int \frac{d\omega}{4\pi} \text{Tr}_{j,\sigma} \left[ \tilde{G}[\omega] \tilde{F}[\omega, -\omega] \right],
$$

(4.1)

where $\tilde{G}$ is the counting field dependent Green’s function and satisfy the Dyson equation on the contour $C[0, t_M]$

$$
\tilde{G}(\tau, \tau') = G_0(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 G_0(\tau, \tau_1) \Sigma_A^L(\tau_1, \tau_2) \tilde{G}(\tau_2, \tau').
$$

(4.2)

and the force matrix $\tilde{F}[\omega, -\omega]$ is given as

$$
\tilde{F}[\omega, -\omega] = \begin{bmatrix}
0 & f[\omega] f^T[-\omega] \\
0 & 0
\end{bmatrix}.
$$

(4.3)

Using Keldysh rotation and invoking time-translation invariance in the long-time limit ($\tilde{G}$ does not depend on time-dependent force and therefore it will have a proper long-time limit) i.e., $\tilde{G}(t, t') = \tilde{G}(t - t')$, we obtain the solution for $\tilde{G}[\omega]$ in terms of $G_0$ and $\Sigma_A^L$ as

$$
\tilde{G}[\omega] = \left[ I - \tilde{G}_0[\omega] \Sigma_A^L[\omega] \right]^{-1} \tilde{G}_0[\omega],
$$

(4.4)
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with

\[
\tilde{G}_0[\omega] = \begin{bmatrix} G_0^r[\omega] & G_0^K[\omega] \\ 0 & G_0^a[\omega] \end{bmatrix}
\quad \text{and} \quad
\tilde{\Sigma}_L^A[\omega] = \frac{1}{2} \begin{bmatrix} a-b & a+b \\ -(a+b) & -(a-b) \end{bmatrix},
\]

(4.5)

\[a \equiv \Sigma_\omega^r[\omega](e^{-i\omega \xi_L} - 1),\]
\[b \equiv \Sigma_\omega^a[\omega](e^{i\omega \xi_L} - 1).\]

(4.6)

Equation (4.4) can be solved by calculating the inverse of a 2 × 2 matrix. Let us now make an assumption that the product of \(f(t)\) and \(f(t')\) is a time translationally invariant function, \(i.e., f(t)f^T(t') = F(t - t')\) in order to get rid of \(t + t'\) dependent term. In the Fourier domain this means \(f[\omega]f^T[\omega'] = 2\pi F[\omega]\delta(\omega + \omega')\). Therefore we have \(\tilde{F}_{12}[\omega, -\omega] \propto \delta(0)F[\omega]\) with \(\delta(0) = t_M/2\pi\). Using these results the CGF can be expressed as

\[
\ln Z^d(\xi_L) = it_M \int \frac{d\omega}{4\pi \hbar} \frac{1}{N(\xi_L)} \text{Tr} \left[ G_0^r[\omega](a + b)G_0^a[\omega]F[\omega] \right],
\]

(4.7)

Using the fluctuation-dissipation relations for the self-energy \(i.e., \Sigma_\omega^r[\omega] = f_L(\Sigma_\omega^r[\omega] - \Sigma_\omega^a[\omega]) = -if_L\Gamma_L\) and \(\Sigma_\omega^a[\omega] = e^{\beta_L\hbar\omega}\Sigma_\omega^r[\omega], \Gamma_L[\omega] = i(\Sigma_\omega^r[\omega] - \Sigma_\omega^a[\omega])\) the CGF reduces to

\[
\ln Z^d(\xi_L) = t_M \int \frac{d\omega}{4\pi \hbar} \frac{M_L(\omega; \xi_L)}{N(\omega; \xi_L)} \text{Tr} \left[ S_L[\omega] \right],
\]

(4.8)
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with

\[ S_L[\omega] = G_0^r[\omega] \Gamma_L[\omega] G_0^a[\omega] F[\omega], \]

\[ M_L(\omega; \xi_L) = (e^{i\xi_L \hbar \omega} - 1)f_L + (e^{-i\xi_L \hbar \omega} - 1)(1 + f_L), \]

\[ N(\omega; \xi_L) = \det \left[ I - T[\omega] K(\omega; \xi_L) \right], \]

\[ K(\omega; \xi_L) = (e^{i\xi_L \hbar \omega} - 1)f_L(1 + f_R) + (e^{-i\xi_L \hbar \omega} - 1)f_R(1 + f_L). \] (4.9)

We call \( S_L[\omega] \) as the force-driven transmission matrix which is independent of \( \hbar \) and the temperature of the heat baths. Also note that \( M_L(\omega; \xi_L) \) depends only on left lead temperature and follow the symmetry relation \( M_L(\omega; \xi_L) = M_L(\omega; -\xi_L - i\beta_L) \). Therefore we immediately obtain \( Z^d(-i\beta_L) = 1 \) which is completely independent of the right lead information. If we consider the two leads at the same temperature \( (\beta_L = \beta_R = \beta) \), this particular form of symmetry is then closely related to the Jarzynski equality (JE) [9–11]. However since \( N(\omega; \xi_L) \) is not invariant under this transformation \( \xi_L = -\xi_L - i\beta_L \) (it remains invariant when \( \xi_L \to -\xi_L + i(\beta_R - \beta_L) \)) in general \( Z^d(\xi_L) \neq Z^d(-\xi_L - i\beta_L) \). This however does not violate JE as the CF \( Z^d(\xi_L) \) is defined for the quantity heat, not for the work done by the external force as defined by Jarzynski.

It is also possible to generalize the CGF by introducing another counting field \( \xi_R \) corresponding to \( Q^d_R \) (\( d \) here refers to the contribution due to the driven force), as done in chapter 2. Then the force induced entropy production in the leads can be computed easily. It can be shown that the effect of measuring other lead is additive to the final CGF because the
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Dyson equation in Eq. (4.2) gets an additional term $\tilde{\Sigma}_R^A(\tau, \tau')$, i.e.,

$$\tilde{G}(\tau, \tau') = G_0(\tau, \tau') + \int_C \int_C d\tau_1 d\tau_2 G_0(\tau, \tau_1)(\Sigma_L^A + \Sigma_R^A)(\tau_1, \tau_2)\tilde{G}(\tau_2, \tau').$$

(4.10)

and we obtain in the long-time limit

$$\ln Z_d(\xi_L, \xi_R) = t_M \int \frac{d\omega}{4\pi\hbar} \frac{1}{\mathcal{N}(\omega; \xi_L - \xi_R)} \sum_{\alpha = L,R} \mathcal{M}_\alpha(\omega; \xi_\alpha) \text{Tr}[\mathcal{S}_\alpha[\omega]].$$

(4.11)

Note that the forced-driven CGF is not a function of the difference of the counting fields. The functional form for $\mathcal{M}_\alpha$ is the same as before i.e.,

$$\mathcal{M}_\alpha(\omega; \xi_\alpha) = (e^{i\xi_\alpha\hbar\omega} - 1)f_\alpha + (e^{-i\xi_\alpha\hbar\omega} - 1)(1 + f_\alpha) \quad \alpha = L, R$$

(4.12)

We now see that this CGF is invariant under the transformation $\xi_\alpha = -\xi_\alpha - i\beta_\alpha$ $\alpha = L, R$ i.e., $\mathcal{M}_\alpha(\xi_\alpha) = \mathcal{M}_\alpha(-\xi_\alpha - i\beta_\alpha)$ and $\mathcal{N}(\xi_L - \xi_R) = \mathcal{N}(-\xi_L - \xi_R) + i(\beta_R - \beta_L))$. (we omitted the $\omega$ argument for simplicity) Therefore in the long time limit the work-induced entropy production satisfies $Z_d(-i\beta_L, -i\beta_R) = 1$ or equivalently $\langle e^{\beta_L Q_L + \beta_R Q_R} \rangle = 1$.

**First two cumulants**

Let us now give explicit expressions for the first and second cumulant of forced-driven heat flowing out of the left lead by taking derivatives of $\ln Z^d(\xi_L)$ with respect to the counting field $\xi_L$ and evaluating at $\xi_L = 0$. 
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The first cumulant, same as the first moment, is given as [18]

$$\langle Q^d_L \rangle \equiv \langle \langle Q^d_L \rangle \rangle _t M = \left. \frac{1}{t_M} \frac{\partial \ln Z^d(\xi_L)}{\partial (i\xi_L)} \right|_{\xi_L=0} = -\int \frac{d\omega}{4\pi} \omega \text{Tr}[S_L[\omega]].$$ (4.13)

Note that since $\omega S_L[\omega]$ is positive the energy current always goes into the lead. Therefore the average rate of work done is positive which is consistent with the second law of thermodynamics. Also the current is independent of temperature and the expression is same in classical and quantum case.

The second and similarly the higher order cumulants however depend on temperature of the baths. For example, the second cumulant reads

$$\langle \langle (Q^d_L)^2 \rangle \rangle _t M = \int \frac{d\omega}{4\pi \hbar} (\hbar \omega)^2 \text{Tr}[S_L[\omega]] \left[ (1 + 2f_L) - 2 \text{Tr}[T(\omega)] (f_L - f_R) \right].$$ (4.14)

Similarly all higher order cumulants can be obtained from the CGF. Therefore we can conclude that the distribution $P(Q_d)$ is non-Gaussian.

### 4.2 Classical limit of $\ln Z^d(\xi_L, \xi_R)$

Let us now get the classical limit ($\hbar \to 0$) for the generalized CGF $\ln Z^d(\xi_L, \xi_R)$ using Eq. (4.11). Following above relations the function $M_\alpha(\xi_\alpha)$ in the limit $\hbar \to 0$ reduces to

$$M^{\text{cls}}_\alpha(\omega, \xi_\alpha) = -\hbar \omega \left( i\xi_\alpha + \frac{\xi^2_\alpha}{\beta_\alpha} \right).$$ (4.15)
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The transmission matrices $S_L[\omega]$ and $S_R[\omega]$ remain the same as they are independent of $\hbar$. So in the classical limit $\ln Z^d(\xi_L, \xi_R)$ reduces to

$$
\ln Z^d_{\text{cls}}(\xi_L, \xi_R) = -t_M \int \frac{d\omega}{4\pi N_{\text{cls}}(\xi_L - \xi_R)} \sum_{\alpha=L,R} \left( i\xi_\alpha + \frac{\xi^2_\alpha}{\beta_\alpha} \right) \text{Tr}[S_\alpha[\omega]],
$$

(4.16)

where $N_{\text{cls}}(\omega; \xi_L) = \det \left[ I - T[\omega] \frac{\beta L}{\beta R} (i\xi_L + (\beta_R - \beta_L)) \right]$. This classical limit is also invariant with respect to $\xi_\alpha = -\xi_\alpha - i\beta_\alpha$, $\alpha = L, R$ and therefore satisfy the fluctuation theorem.

From now on we will consider a specific form of the force given as $f(t) = f_0 e^{-i\omega_0 t} + c.c$ where $f_0$ is a column vector with complex amplitude and $\omega_0$ is the driven frequency. Here $c.c$ means the complex conjugate. Then we have

$$
F[\omega] = 2\pi \left[ \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right] f_0 f_0^\dagger.
$$

(4.17)

Because of the presence of delta function, the integrand in (4.11) picked the value at the driving frequency $\omega_0$. Therefore the CGF reads

$$
\ln Z^d(\xi_L, \xi_R) = \frac{t_M}{\hbar N(\omega_0; \xi_L - \xi_R)} \sum_{\alpha=L,R} M_\alpha(\omega_0, \xi_\alpha) \text{Tr}[S_\alpha[\omega]],
$$

(4.18)

where we use the property that $M_\alpha(\omega, \xi_\alpha)$ ($K_\alpha(\omega, \xi_\alpha)$) is an odd (even) function of $\omega$. In the later part we will use this CGF and derive an explicit expression for an one-dimensional harmonic junction connected with Rubin and Ohmic heat baths.
4.3 The expression for transient current under driven force

In this section, starting from the basic definition of the current operator, we derive an alternative expression for the transient current flowing out of the left lead in the presence of driving force. The current is simply expressed in terms of the average displacement of the center atoms and the self-energy of the left lead. The main quantity to calculate here is the one and two point correlation functions involving $u_C$ operators. By knowing these correlations it is possible to obtain the moments or the cumulants for Jarzynski’s work as well as for mechanical work [13].

Let us once again write down the expression for the transient current for arbitrary junction part (see Eq. (2.83))

$$
\langle I_L(t) \rangle = \frac{i\hbar}{2} \int_{t_0}^{t} dt' \frac{\partial}{\partial t'} \text{Tr} \left[ G_{CC}^r(t, t') \Sigma^K_L(t'' - t') + G_{CC}^K(t, t'') \Sigma^a_L(t'' - t') \right]_{t'=t}.
$$

(4.19)

The important point to note is that here $G_{CC}(t, t')$ does not have time-translational invariance because of the presence of time-dependent force whereas the self-energy $\Sigma_L$ obeys this property as it is calculated at equilibrium. Our main task now is to calculate the center Green’s function.

One-point Green’s function for the center

Let us first consider the one-point contour-ordered Green’s function for the center which is defined as

$$
G_j^C(\tau) = \frac{i}{\hbar} \langle T_C u_j^C(\tau) \rangle, \quad (4.20)
$$

where $T_C$ is the contour-ordering operator. For one-point Green’s function this
operator does not play any role. $u^C_i(\tau)$ is the operator in the Heisenberg picture evolving with the full $\mathcal{H}(t)$ given in Eq. (3.6) with $\mathcal{H}_n = 0$ ($V^{LC}$ and $V^{RC}$ are considered to be time independent here). Note that the starting time $t_0$ is chosen arbitrary. Transforming to the interaction picture with respect to the Hamiltonian $\mathcal{H}'_0 = \mathcal{H}_L + \mathcal{H}_R + \mathcal{H}_C + \mathcal{H}_{LC} + \mathcal{H}_{RC}$ and taking the interaction Hamiltonian as $V(t) = -\theta(t - t_0)f^T(t)u^C$ we can write the contour ordered Green’s function as

$$G^C_i(\tau) = -\frac{i}{\hbar} \left\langle T \sum_k f_k(\tau) e^{\sum_k \frac{i}{\hbar} \int d\tau' f_k(\tau') \hat{u}_k(\tau')} \right\rangle_{G_0},$$

(4.21)

(The symbol caret is used to denote that the operators are in the interaction picture with respect to the Hamiltonian $\mathcal{H}'_0$.) Here $G_0$ is the Green’s function calculated with the Hamiltonian $\mathcal{H}'_0$ i.e., in the presence of the leads. Now if we expand the exponential function, the terms with odd numbers of $u^C$ will be zero since the average is with respect to a quadratic Hamiltonian. So the expression will contain terms with even number of $u^C(\tau)$ and odd number of $f(\tau)$ and finally can be written in the matrix form as

$$G^C(\tau) = \frac{i}{\hbar} \int d\tau' G_0(\tau, \tau')f(\tau') + \text{higher order terms},$$

(4.22)

(For notational simplicity we have omitted the superscript $CC$ on the two-point Green’s function of center). In Fig. (4.1) we draw Feynman diagrams for $G^C_i(\tau)$ up to third order of force. The contribution from the first diagram is nonzero. But the next and all the higher order terms contain the same type of vacuum diagrams which are zero. Vacuum diagram is defined as a diagram where all variables are integrated and the result is independent of space or time. The
Chapter 4. Full-counting statistics (FCS) and energy-current in the presence of driven force

\[ \left[ \begin{array}{c}
F_1(\tau') \\
F_2(\tau') \\
F_3(\tau''') \\
F_m(\tau''') \\
\end{array} \right] + \text{higher order terms} \]

\[ \text{Figure 4.1: The Feynman diagram for one-point Green's function of the center in the presence of time-dependent force.} \]

expression for such a diagram in terms of contour variable can be written as

\[
\int \int d\tau d\tau' f(\tau) G^{CC}(\tau, \tau') f(\tau') = \sum_{\sigma, \sigma'} \int \int dt dt' f^\sigma(t) G^{\sigma, \sigma'}_0(t, t') f^{\sigma'}(t'). \tag{4.23}
\]

The last line is obtained by going to the real time using Langreth's rule. Since the driven force \( f \) does not depend on the branch index \( f^+(t) = f^-(t) = f(t) \), we can take the summation inside and obtain [19]

\[
\sum_{\sigma, \sigma'} G^{\sigma, \sigma'}_0 = G^T_0 + G^L_0 - G^<_0 - G^>_0 = 0. \tag{4.24}
\]

It can be easily shown that all higher order terms in this series contain such vacuum diagrams and hence do not contribute to the one-point Green's function. So the exact expression for \( \langle u_C(\tau) \rangle \) is now given by

\[
\langle u_C(\tau) \rangle = -\int d\tau' G_0(\tau, \tau') f(\tau'). \tag{4.25}
\]

From this expression it is also clear that \( \langle u_C(\tau) \rangle \) does not depend on the branch index \( i.e., \langle u_C^+(t) \rangle = \langle u_C^-(t) \rangle \). So in real time we obtain

\[
\langle u_C(t) \rangle = -\int_{t_0}^t dt' G_0^r(t - t') f(t'). \tag{4.26}
\]
where $G^r_0$ is the retarded Green’s function and also known as the response function in the linear response theory. In fact, the same result, Eq. (4.26), can also be derived from the standard linear response theory.

**Two-point Green’s functions for the center**

Similarly the two-point Green’s function in the interaction picture is also calculated and is given as

$$G_{jk}(\tau, \tau') = -\frac{i}{\hbar} \langle T_C \dot{u}^C_j(\tau) \dot{u}^C_k(\tau') e^{\sum_m i \int d\tau'' f_m(\tau'') \dot{u}_m(\tau'')} \rangle G_0. \quad (4.27)$$

As discussed above we can expand the exponential and the terms greater then $O(f^2)$ vanishes as they contain vacuum diagrams. The exact expression can be written as

$$G_{jk}(\tau, \tau') = G_{0,jk}(\tau, \tau') - \frac{i}{\hbar} \sum_ms \int d\tau_1 d\tau_2 G_{0,jm}(\tau, \tau_1) G_{0,ks}(\tau', \tau_2) f_m(\tau_1) f_s(\tau_2). \quad (4.28)$$

In terms of $\langle u_C(\tau) \rangle$, the center Green’s function now become

$$G(\tau, \tau') = G_0(\tau, \tau') - \frac{i}{\hbar} \langle u_C(\tau) \rangle \langle u_C(\tau') \rangle^T. \quad (4.29)$$

From the above equation we can write $G = G_0 + \delta G$ with $\delta G = -\frac{i}{\hbar} \langle u_C(\tau) \rangle \langle u_C(\tau') \rangle^T$.

Now using the property of $\langle u_C(\tau) \rangle$ we can write

$$\delta G^{++} = \delta G^{+-} = \delta G^{-+} = \delta G^{--} = \frac{i}{\hbar} \langle u_C(\tau) \rangle \langle u_C(\tau') \rangle^T. \quad (4.30)$$

which implies that $\delta G^r = \delta G^a = 0$ and $\delta G^< = \delta G^> = \delta \bar{G} = -\frac{i}{\hbar} \langle u_C(t) \rangle \langle u_C(t') \rangle^T$. 
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So using Eq. (4.19) the expression for the current reduces to

\[
\langle I_L(t) \rangle = i\hbar \frac{\partial}{\partial t'} \int_{t_0}^{t} dt'' \text{Tr} \left[ \bar{\Sigma}_L(t' - t'')G_0(t'', t) + \Sigma^a_L(t' - t'')G_0(t'', t) \right]_{t'=t} \\
+ \int_{t_0}^{t} dt'' \text{Tr} \left[ \langle u_C(t) \rangle \langle u_C(t'') \rangle^T \frac{\partial}{\partial t'} \Sigma^a_L(t'' - t') \right]_{t'=t} \\
= \langle I^d_L(t) \rangle + \langle I^s_L(t) \rangle. 
\]

By writing \( \langle I_L(t) \rangle \) in this form it is clear that the contribution to the energy current is separated into two parts. \( \langle I^d_L(t) \rangle \) is the current due to driven force and \( \langle I^s_L(t) \rangle \) is due to the temperature difference between the heat baths. This separation is possible because the system is linear and the driving force is not correlated with the heat baths. In the long time limit i.e, \( t \to \infty \), \( \langle I^s_L(t) \rangle \) is the steady-state heat flux and is given by the Landauer like formula [19]

\[
\langle I^s_L \rangle = \frac{1}{4\pi} \int_{-\infty}^{\infty} d\omega \ h\omega \text{Tr}\left[T[\omega]\right] (f_L - f_R). 
\]

(4.32)

If we consider the two heat baths at the same temperature, i.e., \( \Delta T = T_L - T_R = 0 \), then \( \langle I^s_L \rangle \) is zero. So in the linear case the final expression for current with \( \Delta T = 0 \) is

\[
\langle I^d_L(t) \rangle = \int_{t_0}^{t} dt'' \text{Tr} \left[ \langle u_C(t) \rangle \langle u_C(t'') \rangle^T \frac{\partial}{\partial t'} \Sigma^a_L(t'', t') \right]_{t'=t}, 
\]

(4.33)

where \( \Sigma^a_L(t'' - t') = 0 \) if \( t'' - t' \geq 0 \). This equation can be used to calculate the current both in transient as well as in the steady state with arbitrary form of force. This expression is valid for systems connected with finite heat baths and in higher dimensions.

**Current due to periodic driven force**
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We consider the form of force given by \( f(t) = f_0 e^{-i\omega_0 t} + c.c \) where \( f_0 \) is a column vector with complex amplitude and \( \omega_0 \) is the driven frequency. Then from Eq. (4.26) \( \langle u_C(t) \rangle \) can be written as

\[
\langle u_C(t) \rangle = G^r_0[\omega_0] f_0 e^{-i\omega_0 t} + c.c.
\]  

(4.34)

where \( G^r_0[\omega_0] \) is given by

\[
G^r_0[\omega_0] = \left[ (\omega_0 + i\eta)^2 I - K_C - \Sigma^L_\omega[\omega_0] - \Sigma^R_\omega[\omega_0] \right]^{-1},
\]  

(4.35)

with \( \eta \to 0^+ \) and \( I \) is the identity matrix. We set \( t_0 \to -\infty \) for steady state oscillation and finally average over a time period \( \bar{I}_d = \frac{1}{\tau} \int_0^\tau \langle I_d^L(t) \rangle \, dt \) where \( \tau = 2\pi/\omega_0 \) is the time period of the driving field, we finally get from Eq. (4.33),

\[
\bar{I}_d^L = -\omega_0 S_L[\omega_0],
\]  

(4.36)

\[
S_L[\omega_0] = G^r_0[\omega_0] \Gamma_L[\omega_0] G^a_0[\omega_0] f_0 f_0^\dagger,
\]  

(4.37)

where \( \Gamma_L[\omega_0] = i \left[ \Sigma^r_L[\omega_0] - \Sigma^a_L[\omega_0] \right] \) is the spectral function for the left lead. For this particular case the same result can also be obtained using linear response theory. This result matches with the one obtained using CGF in Eq. (4.18).

We can write the expression for current in another form by using the following relation between \( G^r_0 \) and \( G^a_0 \), obtained from Eq. (4.35),

\[
G^r_0[\omega_0] - G^a_0[\omega_0] = -i G^r_0[\omega_0] \left( \Gamma_L[\omega_0] + \Gamma_R[\omega_0] \right) G^a_0[\omega_0],
\]  

(4.38)

then we can write

\[
\bar{I}_d^L = -\bar{I}_d^C - \bar{I}_d^R,
\]  

(4.39)
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which is a consequence of energy conservation. Here $\bar{I}_C^d = i \omega_0 \text{Tr}[(G_0^r[\omega_0] - G_0^a[\omega_0]) f_0 f_0^\dagger]$ which is simply related with the density of states of the center.

We also like to point out that using the solutions for one and two point Green's functions the moments (cumulants) for Jarzyski's work $W^J = -\int_{t_0}^{t} f^T(t')u_C(t')dt'$ and also for the mechanical work $W = \int_{t_0}^{t} f^T(t')u_C(t')dt'$ can be obtained. In the classical case since $P(W)$ is Gaussian, the JE can be easily checked by verifying the relation \( \langle (W^2_J) \rangle = \frac{2}{\beta} [\langle W^J \rangle - \Delta F] \) where $\beta$ is the inverse of the equilibrium temperature and $\Delta F$ is the free energy change.

4.3.1 Application to 1D chain

In this subsection we study energy transport properties for 1D chain connected with different type of heat baths such as Rubin or Ohmic.

Rubin bath

Here we consider a 1D chain with inter-particle spring constant $k$. We divide the full infinite system into three parts, the center, the left and the right lead. We want to study the energy current contribution only due to the driven force and hence kept the leads at the same temperature with the center. Then we drive the center with the force $f(t)$ and evaluate the forced-driven transmission function $S_\alpha[\omega]$. 
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The classical equation of motion for the center atoms is given by

\[ \ddot{u}_j = k(u_{j-1} - 2u_j + u_{j+1}) + f_j(t), \quad 1 \leq j \leq N_C, \quad (4.40) \]

where \( N_C \) is the number of particles in the center. The leads obey similar equations with \( f_j(t) = 0 \). Here we will consider the force \( f_j(t) = f^0_j e^{-i\omega_0 t} + c.c. \) where \( f^0_j = (-1)^j f^0 \) which mimic the structure of a crystal having alternate charges at the sites.

**Solution for \( G^r_{0}[^\omega_0] \) for pure harmonic chain**

To obtain an explicit expression for the transmission function we need to solve the equilibrium Green’s function \( G^r_{0}[\omega_0] \) given in Eq. (4.35). Since the full system is homogeneous the retarded Green’s function can be obtained by solving \([20]\) \([ (\omega_0 + i\eta)^2 - K] G^r_{0}[\omega] = I \), where \( K \) is the force constant matrix for the full linear system and is infinite in both directions with \( 2k \) along the diagonals and \(-k\) on the first off-diagonals. The solution for the Green’s function is translationally invariant in space index and is given as (see appendix (E))

\[ G^r_{0,jk}[\omega_0] = \frac{\lambda^{j-k}}{k(\lambda - \frac{1}{\lambda})}, \quad (4.41) \]

with

\[ \lambda = -\frac{\Omega}{2k} \pm \frac{1}{2k} \sqrt{\Omega^2 - 4k^2} \equiv e^{\pm i q}, \quad (4.42) \]

\[ \Omega = (\omega_0 + i\eta)^2 - 2k = -2k \cos q. \quad (4.43) \]

The last equation is the phonon dispersion relation for one-dimensional harmonic chain with nearest-neighbor interaction. Here \( q \) is the phonon wave
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The choice between plus and minus sign is made by the condition $|\lambda| \leq 1$. Because of the nearest-neighbor interaction the surface Green’s function for Rubin bath in frequency space is given by (see appendix (E))

$$
(S^L_{jk})[\omega_0] = -k\lambda \delta_{jk} \delta_{j1},
$$

$$
(S^R_{jk})[\omega_0] = -k\lambda \delta_{jk} \delta_{jN_C}.
$$

(4.44)

It is clear from the expression of $\lambda$ that it is complex within the phonon bandwidth i.e., $0 \leq \omega_0 \leq 2\sqrt{k}$ and is real outside this range. Therefore the spectral function $\Gamma_L$ is zero outside the phonon band.

**Calculation for Tr $[S_L[\omega]]$**

Knowing all the Green’s functions we can now calculate the transmission function for the driven part $\text{Tr} [S_L[\omega]]$ considering the force $f_j(t) = (-1)^j f_0 e^{-i\omega_0 t} + c.c.$ We can write

$$
\text{Tr} [S_L[\omega_0]] = \text{Tr} \left[ G^r_{0}[\omega_0] \Gamma_L[\omega_0] G^a_{0}[\omega_0] f_0 f_0^\dagger \right]
$$

$$
= \sum_{ijkl} (-1)^i (-1)^j G^r_{0,il} (\Gamma_L)_{11} G^a_{0,1j} |f_0|^2
$$

$$
= \begin{cases} 
2|f_0|^2 k \text{Im} \lambda \left( \sum_i (-1)^i G^r_{0,i1} \right) \left( \sum_j (-1)^j G^a_{0,1j} \right), & 0 \leq \omega_0 \leq 2\sqrt{k} \\
0 & \text{for } \omega_0 \geq 2\sqrt{k}
\end{cases}
$$

Using the solution for $G^r_{0}[\omega_0]$ in Eq. (4.41) and $G^a_{0}[\omega] = (G^r_{0}[\omega])^\dagger$ we obtain

$$
\text{Tr} [S_L[\omega_0]] = \begin{cases} 
\frac{|f_0|^2}{2k \sin q} \left[ \frac{1-(-1)^N \cos(N_C q)}{1+\cos q} \right] & \text{for } 0 \leq \omega_0 \leq 2\sqrt{k} \\
0 & \text{for } \omega_0 \geq 2\sqrt{k}
\end{cases}
$$
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Similarly $S_R[\omega]$ can also be calculated and in this case it is same as $S_L[\omega]$ because of the translational invariance of the full system. Therefore one parameter CGF is written as

$$\ln Z^d(\xi_L) = \begin{cases} \frac{t_M M_L(\omega_0; \xi_L)}{\hbar N(\omega_0; \xi_L)} \frac{|f_0|^2}{2k \sin q} \left[ \frac{1-(-1)^N \cos(NCq)}{1+\cos q} \right] & \text{for } 0 \leq \omega_0 \leq 2\sqrt{k} \\ 0 & \text{for } \omega_0 \geq 2\sqrt{k}, \end{cases}$$

with $N(\omega; \xi_L) = \det[1-K(\omega; \xi_L)]$ as $\text{Tr}[T[\omega]] = \text{Tr}[G^R_0[\omega]G_L[\omega]G^R_0[\omega]G^R_0[\omega]] = 1$ (within the phonon band otherwise it is zero) for homogeneous system.

### 4.4 Behavior of energy-current

**Rubin bath:**

The expression for current can be easily obtained from the CGF and is given as

$$\bar{I}_L^d = \begin{cases} \frac{-\omega_0 |f_0|^2}{2k} \left( \frac{1-(-1)^N \cos(NCq)}{\sin q(1+\cos q)} \right), & \text{for } 0 \leq \omega_0 \leq 2\sqrt{k}, \\ 0, & \text{for } \omega_0 \geq 2\sqrt{k}. \end{cases}$$

(4.45)

Here $\bar{I}_L^d$ is of order 1 and $q$ is given by the dispersion relation $\omega_0^2 = 2k(1-\cos q)$.

In Fig. 4.2 and 4.3, we plot energy current as a function of applied frequency for different system size. The value of force constant is chosen as $k = 1\text{ eV}/(\text{uÅ}^2)$ and $f_0 = 1\text{ nN}$ in all our calculation. In Fig. 4.3, the current
Figure 4.2: Energy current $\bar{I}_L^d$ as a function applied frequency for different system size of one-dimensional chain with force $f_j(t) = (-1)^j f_0 e^{-i\omega_0 t} + c.c.$. (a) $N_C=4$, (b) $N_C=6$, (c) $N_C=8$, (d) $N_C=10$. $k=1$ eV/(uÅ²).

is nonzero at zero frequency because the system as a whole is not charge neutral. For $N_C = 1$ the current $\bar{I}_L^d$ is proportional to the density of states (DOS).

More importantly the current is exactly zero when the applied frequency matches with the normal mode frequency of the system and the corresponding wave number is given by for even $N_C$, $q = 2\pi n/N_C$ and for odd $N_C$, $q = (2n + 1)\pi/N_C$ with $n = 0, 1, ..., N_C - 1$. Therefore the number of resonance peaks and number of zero’s depends on the eigenfrequencies and hence on the size of the center system. The average current diverges
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Figure 4.3: Energy current $|I_{dL}^d|$ as a function applied frequency for different system sizes of one-dimensional linear chain with force $f_j(t) = (-1)^j f_0 e^{-i \omega_0 t} + c.c.$ (a) $N_C=1$, (b) $N_C=3$, (c) $N_C=5$, (d) $N_C=7$. $k=1$ eV/(uÅ²).
Figure 4.4: Energy current $|\mathcal{I}_L^d|$ versus length of the center for different applied frequencies for one-dimensional linear chain. Here (a) $\omega_0=0.39$, (b) $\omega_0=0.78$, (c) $\omega_0=0.98$, (d) $\omega_0=1.40$. The frequencies are given in $10^{14}$ (Hz) unit. The other parameters same as in Fig. 4.3.
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at \( \omega_0 = 2\sqrt{k} \) as the DOS of the full system diverges at the maximum frequency of the whole system. For \( \omega_0 \geq 2\sqrt{k} \) the system does not allow energy to pass through. Similarly one can calculate the right lead current \( \bar{I}_R^d \) and the expression is the same with Eq. (4.45). Since we apply force on all the atoms of the center by symmetry argument we can say that the total input current \( \bar{I}_C^d \) divides into two equal parts and goes into the leads \( i.e., |\bar{I}_L^d| = |\bar{I}_R^d| = |\bar{I}_C^d|/2 \).

In Fig. 4.4, we give results for energy current as a function of total number of particles in the center for different values of external frequency. For finite systems the current oscillates with system size and depending on the values of \( \omega_0 \) it shows periodicity with respect to \( N_C \). The maximum amplitude of the average current is fixed and is proportional to \( \omega_0 f_0^2/2k \).

**Ohmic bath**

Here we consider that the center part is connected with two Ohmic baths. The difference between Rubin and Ohmic bath is that, the self energy in this case is approximated as \( \Sigma_r[\omega_0] = -i\gamma\omega_0 \) where \( \gamma \) is the friction coefficient. More precisely the \( \Sigma_r^r \) and \( \Sigma_r^\theta \) matrices are given by

\[
\begin{align*}
(\Sigma_r^r)_{jk}[\omega_0] &= -i\gamma \omega_0 \delta_{jk} \delta_{j1}, \\
(\Sigma_r^\theta)_{jk}[\omega_0] &= -i\gamma \omega_0 \delta_{jk} \delta_{jN_C}.
\end{align*}
\]

(4.46)

Using this form of self-energy the forced-driven transmission function is
Chapter 4. Full-counting statistics (FCS) and energy-current in the presence of driven force

Figure 4.5: Energy current $|\bar{I}_d|^2$ as a function applied frequency for different values of friction coefficient $\gamma$ of one-dimensional linear chain with force $f_j(t) = (-1)^j f_o e^{-i\omega_0 t} + c.c$. (a) $\gamma=0.01$, (b) $\gamma=0.5$, (c) $\gamma=3.0$, (d) $\gamma=5.0$. $k=1$ eV/(uÅ$^2$) and $N_C=8$. 
given as

$$\text{Tr} [ S_L[\omega_0] ] = 2 \gamma \omega_0 |f_0|^2 |g[\omega_0]|^2$$

$$g[\omega_0] = \sum_{j=1}^{N_C} (-1)^j G_{1j}^r[\omega_0] \quad (4.47)$$

Therefore the CGF for this case is written as

$$\ln Z_d(\xi_L) = \frac{t_M M_L(\omega_0; \xi_L)}{\hbar N(\omega_0; \xi_L)} 2 \gamma \omega_0 |f_0|^2 |g[\omega_0]|^2 \quad (4.48)$$

As before we will focus on the first cumulant or the energy current which is given as

$$\bar{I}_d = -2 \gamma \omega_0^2 |f_0|^2 |g[\omega_0]|^2 \quad (4.49)$$

From the above expression it is clear that energy current depends on the denominator $A[\omega_0] = |\text{det}[D[\omega_0]]|^2$ where $D[\omega_0] = (\omega_0^2 I - K^C + i\omega_0 \gamma_L + i\omega_0 \gamma_R)$ is $N_C \times N_C$ matrix. The matrix elements are given by $D_{ij} = \delta_{i,j} (\omega_0^2 - 2k - i\omega_0 \gamma(\delta_{i,1} + \delta_{i,N})) - k \delta_{i,j+1} - k \delta_{i,j-1}$. If we denote $P_{N_C}[\omega_0] = \text{det}(\omega_0^2 - K^C)$ to be the characteristic polynomial of the matrix $K^C$ with $N_C$ particles then it can be shown that [1]

$$A[\omega_0] = [P_{N_C}[\omega_0] - \gamma^2 \omega_0^2 P_{N_C-2}[\omega_0]]^2 + 4\gamma^2 \omega_0^4 P_{N_C-1}^2[\omega_0], \quad (4.50)$$

where $P_{N_C-1}[\omega_0]$ is the polynomial of the $(N_C - 1) \times (N_C - 1)$ force constant matrix $K^C$ with first row and column or last row and column taken out from $K^C$ and similarly $P_{N_C-2}[\omega_0]$ is the polynomial of the $(N_C - 2) \times (N_C - 2)$ matrix by taking out the first and last rows and columns from...
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\( K^C \). The resonance and the zero’s of current corresponds to the minimum and maximum value of \( A[\omega_0] \) respectively. It is difficult to obtain explicit solution in this case. However the equation become simple for small and large value of \( \gamma \), the friction coefficient. For small friction it is clear from Eq. (4.50) that \( A[\omega_0] = P_{N_C}^2[\omega_0] \). So the resonant frequencies depends on \( N_C \) eigenfrequencies of the force constant matrix \( K^C \). In the opposite limit i.e, for large \( \gamma \) we obtain \( A[\omega_0] = P_{N_C-2}^2[\omega_0] \). So depending on the value of \( \gamma \) the resonance peaks shift from \( N_C \) to \( N_C - 2 \).

In Fig. 4.5, we plot the current with applied frequency for different values of damping coefficient \( \gamma \). The value of \( \gamma \) is chosen in proper units. The zero values of the current is same as in Rubin’s case. However there is a gradual shift in the resonance peak depending on the parameter \( \gamma \). The current doesn’t diverge at \( \omega_0 = 2\sqrt{k} \) and the width of the peaks depends of \( \gamma \). We check numerically the behavior of \( \bar{I}_L^d \) with system length and we found that the behavior is similar with Rubin baths. In this case also we have \( |\bar{I}_L^d| = |\bar{I}_R^d| = |\bar{I}_C^d|/2 \).

As mentioned before similar Ohmic model was also investigated by Marathe et. al [6] for \( N_C = 2 \) where they conclude that this model cannot work either as a heat pump or as a heat engine. Our calculation agrees with their results. It is also possible to calculate current in the overdamped regime by dropping the term \( (\omega_0 + i\eta)^2 \) in \( G^r[\omega_0] \) given in Eq (4.35). In this regime for \( N = 1 \) our result agrees with the result obtained by Jayannavar et. al [14] for magnetic field \( B = 0 \).
Comparison between Rubin and Ohmic bath for driving force on single site

As we have seen that if we apply force on all the atoms of the center because of the symmetry of the problem if we interchange the left and right lead (which we assume to be the same) the value of the current should not change and hence we have the only possible solution $|\bar{I}_L^d| = |\bar{I}_R^d| = |\bar{I}_C^d|/2$.

But this is not the case, at least for Ohmic bath if we apply force on a single or multi-particles but not on all. If we consider the force on the $\alpha$th particle as $f_\alpha(t) = \delta_{\alpha\alpha}(f_0^\alpha e^{-i\omega_0 t} + c.c)$ then for the Rubin bath case using Eq. (4.36) and Eq. (4.37) we get

$$\bar{I}_L^d = -2\omega_0 k \text{Im}(\lambda) f_0^\alpha (f_0^\alpha)^* |G_{0,0\alpha}|^2$$
$$\bar{I}_R^d = -2\omega_0 k \text{Im}(\lambda) f_0^\alpha (f_0^\alpha)^* |G_{0,N\alpha}|^2$$

(4.51)

Using the solution for $G_0^r[\omega_0]$ given in Eq. (4.41) we obtain

$$\bar{I}_L^d = \bar{I}_R^d = \begin{cases} -\frac{\omega_0}{2k\sin q} f_0^\alpha (f_0^\alpha)^*, & \text{for } 0 \leq \omega_0 \leq 2\sqrt{k}, \\ 0, & \text{for } \omega_0 \geq 2\sqrt{k}. \end{cases}$$

(4.52)

which says that, because the full system is translationally invariant in space, the magnitude of current does not depend on which site the force is applied and hence $|\bar{I}_L^d| = |\bar{I}_R^d| = |\bar{I}_C^d|/2$ is the only possible solution. The result is similar with $N_C = 1$ in Eq. (4.45).

However, this scenario is not valid for Ohmic bath. In this case the full translational symmetry is broken and hence applying force on different
Figure 4.6: Energy current $|\bar{I}_L^d|$ and $|\bar{I}_R^d|$ as a function of applied frequency for driven force at different site of one-dimensional chain connected to Ohmic bath. (a) and (b) are for $\alpha=1$ and (c) and (d) are for $\alpha = 3$, $N_C = 16$. $k = 1 \text{ eV/(uÅ}^2)$. 
sites generate different magnitudes of current on left and right lead. In Fig. 4.6, we plot the heat current $\bar{I}_L^d$ and $\bar{I}_R^d$ for one-dimensional chain as a function applied driving frequency at different sites. Clearly $\bar{I}_L^d$ and $\bar{I}_R^d$ are different in magnitudes. Hence by applying force on different sites it is possible to control current in both the leads for Ohmic case.

**Heat pump**

Heat pump by definition transfers heat from cooler region to hotter region. One-dimensional linear system with force applying on any number of sites fails to work as a heat pump. To understand the reasoning we look at the total current coming out of the left lead $\bar{I}_L$ which is a sum of two terms. If we assume $T_L > T_R$ then the temperature dependent term in Eq. (4.32) gives the steady state heat is positive i.e, current goes from left to right lead and the driving term which does not depend on temperature, always contribute a negative value to both $\bar{I}_L$ and $\bar{I}_R$. Hence $\bar{I}_R$ is always negative independent of whether we apply force on one site or on all the sites. So it is not possible to transfer heat from right lead to left lead in this case.

### 4.5 Summary

In summary, for a forced-driven harmonic junction connected with two thermal baths we present an analytic expression for the driven part of the CGF in the long time limit. It is expressed in terms of force dependent transmission function. By introducing two parameter CGF we show that
the driven force induced entropy production in the leads satisfy fluctuation symmetry. Exploring the translational symmetry for one dimensional linear chain connected with Rubin heat baths we obtain an explicit expression for the CGF under periodic driven force. The effect on energy current due to two different types of heat baths is analyzed in detail. For ballistic model we found that the driven current is temperature independent and is the same in classical and quantum regime but the fluctuations are not. An alternative expression for the transient current is also derived using the basic definition for the current operator.


Chapter 5

Heat exchange between multi-terminal harmonic systems and exchange fluctuation theorem (XFT)

In this chapter, we generalize the FCS study for transferred heat and entropy-production for multi-terminal systems without the presence of a finite junction (see Fig. (5.1)). Such a setup is important from the point of view of verifying exchange fluctuation theorem (XFT), mentioned in the introduction chapter. Also for two-terminal case without junction this reduces to an interface problem which is relevant for many experimental
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studies [1–4]. For this general setup we obtain the expression for the generalized cumulant generating function (CGF), on the contour, involving counting fields for heat, flowing out from all the terminals. We discuss both transient and steady-state fluctuation theorems for heat and entropy production. For two-terminal case, we obtain a new transmission function which is similar to the Caroli formula involving the junction part. We also address the effect of coupling strength on the XFT. Finally we discuss the effect of finite heat baths on the cumulants of heat.

Using principle of micro-reversibility of the underlying Hamiltonian dynamics, Jarzynski and Wójcik [5] first showed the identity \( \langle e^{-\Delta \beta Q_L} \rangle_{t_M} = 1 \) for two weakly connected systems \( L \) and \( R \). Here \( \Delta \beta = \beta_R - \beta_L \), \( \beta_\alpha = 1/(k_BT_\alpha) \) and \( Q_L \) is the amount of heat transferred from the left system over the time interval \([0, t_M]\). A more generalized version of this XFT for multi-terminal system was later derived by Saito and Utsumi [6] and Andrieux et al [7–9] which states that \( \langle e^{-\Sigma} \rangle_{t_M} = 1 \), where \( \Sigma = -\sum_{\alpha=1}^{r} \beta_\alpha Q_\alpha \) is the total entropy-production and \( r \) is the number of reservoirs. This relation is valid for arbitrary time-dependent coupling between the systems (see the proof in section 1.3) and reduces to Jarzynski and Wójcik relation for \( r = 2 \) in the limit of weak coupling. Recently an experimental verification of the XFT’s is reported for electrons [10]. For phonons nanoresonator seems to be a potential candidate for performing such FCS experiments.
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Figure 5.1: A schematic representation for exchange fluctuation theorem setup consists of multi-terminals without a junction. The terminals are at their respective equilibrium temperatures $T_\alpha = (k_B \beta_\alpha)^{-1}$. The reservoirs are interacting via the Hamiltonian $\mathcal{H}_T(t)$ which is switched on at $t = 0$.

5.1 Model Hamiltonian

We consider $r$ phonon reservoirs each consists of finite number of coupled harmonic oscillators and is given by the Hamiltonian

$$\mathcal{H}_\alpha = \sum_{i=1}^{N_\alpha} \frac{(p_i^\alpha)^2}{2} + \sum_{i,j=1}^{N_\alpha} \frac{1}{2} K_{ij}^{\alpha} u_i^\alpha u_j^\alpha \quad \alpha = 1, 2, \ldots, r,$$  \hspace{1cm} (5.1)

where as before $p_i^\alpha$ is the momentum of the $i$-th particle in the $\alpha$-th reservoir, $u_i^\alpha$ is the mass normalized position operators. They obey the Heisenberg commutation relations $[u_j^\alpha(t), p_k^\beta(t)] = i\hbar \delta_{jk} \delta^{\alpha\beta}$, $\alpha, \beta = 1, 2, \ldots, r$. $N_\alpha$ is the number of oscillators in each system. $K^{\alpha}$ is the force constant matrix. In the limit $N_\alpha \to \infty$ each system behaves like a heat bath. The interaction Hamiltonian $\mathcal{H}_T(t)$ between the systems is taken in the following
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The interaction is switched on at \( t > 0 \). Therefore the total Hamiltonian after the connection is

\[
\mathcal{H}(t) = \sum_{\alpha=1}^{r} \mathcal{H}_{\alpha} + \mathcal{H}_{T}(t), \quad t > 0.
\]  

(5.3)

In this chapter, we present numerical results for the cumulants of exchanged heat between two-terminals (denoted as \( L \) and \( R \)) for two specific types of the coupling \( V^{LR}(t) = V^{LR} \theta(t) \), where \( \theta(t) \) is the Heaviside step function. Such form of coupling corresponds to the sudden connection between the two systems. Another form of the coupling we choose as \( V^{LR}(t) = V^{LR} \tanh(\omega_{d} t) \), where \( \omega_{d} \) is the driving frequency. This particular form of the coupling is useful to study when the coupling between the device is switched on gradually. Note that one can recover Heaviside step function from this coupling in the limit \( \omega_{d} \to \infty \). Other forms of coupling can also be handled easily in this formalism.

### 5.2 Generalized characteristic function \( \mathcal{Z}(\{\xi_{\alpha}\}) \)

In order to work with generalized CF, defined below, we perform two-time measurements for all system Hamiltonians \( \mathcal{H}_{\alpha}, \alpha = 1, 2, \cdots r \), at \( t = 0 \) and at \( t = t_{M} \). Following the same recipe as before we construct the generalized
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CF as [6]

\[ Z(\{\xi_\alpha\}) = \langle W^\dagger U(t_M, 0) W^2 U(t_M, 0) W^\dagger \rangle, \tag{5.4} \]

where \( \{\xi_\alpha\} = (\xi_1, \xi_2, \ldots, \xi_r) \) is the set of counting fields corresponding to \( \{Q_\alpha\} \) and \( W = \prod_{\alpha=1}^r W_\alpha = \prod_{\alpha=1}^r \exp(-i\xi_\alpha H_\alpha / 2) \) contains the counting field for energy measurement. For simplicity we choose the initial density matrix as product initial state

\[ \rho_{\text{prod}}(0) = \prod_{\alpha=1}^r \frac{e^{-\beta_\alpha H_\alpha}}{\text{Tr}(e^{-\beta_\alpha H_\alpha})}. \tag{5.5} \]

As before we write the CF on the Keldysh contour as

\[ Z(\{\xi_\alpha\}) = \langle U_{-\xi/2}(0, t_M) U_{\xi/2}(t_M, 0) \rangle, \tag{5.6} \]

where \( U_x(t, 0) = T \exp \left[ -\frac{i}{\hbar} \int_0^t dt \mathcal{H}_x(t) \right] \) and

\[ \mathcal{H}_x(t) = e^{i\vec{x} \cdot \vec{H}_0} \mathcal{H}(t) e^{-i\vec{x} \cdot \vec{H}_0} \]

\[ = \sum_{\alpha=1}^r H_\alpha + \frac{1}{2} \sum_{\alpha, \beta} u_\alpha^T(h_{x_\alpha}) V_{\alpha\beta}(t) u_\beta(h_{x_\beta}), \tag{5.7} \]

where \( \vec{H}_0 = (\{H_\alpha\}) \) and \( \vec{x} = (\{x_\alpha\}) \).

Transforming to the interaction picture with respect to \( \mathcal{H}_0 = \sum_{\alpha=1}^r H_\alpha \)

and making use of linked-cluster theorem the cumulant generating function
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(CGF) $\ln Z(\{\xi_\alpha\})$ reads as

$$\ln Z(\{\xi_\alpha\}) = -\frac{1}{2} \ln \det \left( I - Vg^x \right) = -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left( I - Vg^x \right), \quad (5.8)$$

where $V$ is a $r \times r$ off-diagonal matrix with matrix elements $V_{\alpha\beta}(t)$ with $\alpha, \beta = 1, 2, \cdots r$ given as

$$V_{\alpha\beta}(\tau, \tau') = \delta(\tau, \tau')V_{\alpha\beta}(\tau), \quad (5.9)$$

and $g^x$ is a $r \times r$ diagonal matrix with matrix elements $\tilde{g}_\alpha$ where

$$\tilde{g}_\alpha(\tau, \tau') = -\frac{i}{\hbar} \langle T_c u_\alpha(\tau+\hbar x_\alpha(\tau)) u^T_\alpha(\tau'+\hbar x_\alpha(\tau')) \rangle, \quad (5.10)$$

with $x_\alpha^\pm(t) = \mp \xi_\alpha/2$ for $0 \leq t \leq t_M$ and zero otherwise. The meaning of trace is same as before. Note that in the above expression only $\tilde{g}$ depends on counting fields $\{\xi_\alpha\}$. The CGF can be further simplified to explicitly satisfy the normalization condition and can be re-written as

$$\ln Z(\{\xi_\alpha\}) = -\frac{1}{2} \ln \det \left( I - (I + VG)VG \right). \quad (5.11)$$

This expression is valid for both transient and stationary state and for arbitrary time-dependent couplings between the leads. The matrix $G$ consists of elements $G_{\alpha\beta}(\tau, \tau')$ and satisfies the Dyson equation in the matrix form

$$G(\tau, \tau') = g(\tau, \tau') + \int_c d\tau_1 \int d\tau_2 g(\tau, \tau_1) V(\tau_1, \tau_2) G(\tau_2, \tau'), \quad (5.12)$$
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and we define \( g^A(\tau, \tau') = \tilde{g}(\tau, \tau') - g(\tau, \tau') \) which is also a diagonal matrix. It is now easy to see that for \( \xi_\alpha = 0 \), \( g^A = 0 \) and therefore \( \mathcal{Z}(\{0\}) \) satisfy the normalization condition. Note that due to the presence of the coupling matrix \( V \) only surface-Green’s functions are required to compute the cumulants and thus reduces the complexity of the problem. The explicit form of these matrices for two-terminal case is discussed in the later part. From this generalized CGF, the cumulants of heat can be obtained as

\[
\langle\langle Q_\alpha \rangle\rangle = \frac{\partial \ln \mathcal{Z}(\{0\})}{\partial (i\xi_\alpha)},
\]

\[
\langle\langle Q_\alpha Q_\beta \rangle\rangle = \frac{\partial^2 \ln \mathcal{Z}(\{0\})}{\partial (i\xi_\alpha) \partial (i\xi_\beta)}. \tag{5.13}
\]

Note that the CGF for heat \( Q_\alpha \) can be obtained trivially from \( \mathcal{Z}(\{\xi_\alpha\}) \) by substituting all counting parameters to zero except \( \xi_\alpha \).

5.3 Long-time result for the CGF for heat

In this section, we derive the long-time limit expression for the CGF of heat. In order to achieve the stationary state with infinite recurrence time the we need the following criterions to be satisfied,

- The size of all the systems should be infinite, \( i.e., N_\alpha \to \infty, \alpha = 1, 2, \cdots r \) which are then called dissipative leads, so that the waves can’t scatter back from the boundaries. The effect of finite boundaries are discussed at the end of this chapter.
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- The final measurement time $t_M$ should approach to infinity.
- The coupling $V^\alpha\beta(t)$ between the systems should be time-independent or reach a constant value in short time scale.

Let us calculate the heat flowing out from the $\alpha$-th lead. Using the matrix form for $V$ and $G$, Eq. (5.11) in the frequency domain is written as

$$
\ln Z(\xi_\alpha) = -t_M \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \ln \det \left[ I - (\tilde{g}_\alpha^{-1} \tilde{G}_{\alpha\alpha} - I) \tilde{g}_\alpha^{-1} \tilde{g}_\alpha^A \right], \quad (5.14)
$$

where,

$$
\tilde{g}_\alpha = \begin{bmatrix} g^r_\alpha & g^K_\alpha \\ 0 & g^a_\alpha \end{bmatrix}, \quad \tilde{G}_{\alpha\alpha} = \begin{bmatrix} G^r_{\alpha\alpha} & G^K_{\alpha\alpha} \\ 0 & G^a_{\alpha\alpha} \end{bmatrix},
$$

$$
\tilde{g}_\alpha^A = \frac{1}{2} \begin{bmatrix} a - b & a + b \\ -a - b & -a + b \end{bmatrix}, \quad (5.15)
$$

$$
a = g^>_{\alpha} \left( e^{-i\xi_\omega} - 1 \right), \quad b = g^K_{\alpha} \left( e^{i\xi_\omega} - 1 \right)
$$

An important quantity to define in this case is $\tilde{\Gamma}_\alpha$

$$
\tilde{\Gamma}_\alpha[\omega] = i \left[ (g^r_\alpha)^{-1}[\omega] - (g^K_\alpha)^{-1}[\omega] \right]. \quad (5.17)
$$

For any finite size system using the solution for $g^r, a[\omega] = [(\omega \pm i\eta)^2 - K^\alpha]^{-1}$ (see appendix (F)) it can be easily shown that $\tilde{\Gamma}_\alpha[\omega] = 4\omega\eta$ is zero in the limit $\eta \to 0^+$. However for infinite system size this is not valid.
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Now in order to get final expression for the steady-state CGF we need to know the different components of the matrix $\hat{G}_{\alpha\alpha}$. Two important relations that are required to derive the CGF are

$$ G^{<}_{\alpha\alpha}[\omega] = -i \sum_{\gamma=1}^{r} f_{\gamma} G^{r}_{\alpha\gamma}[\omega] \tilde{\Gamma}_{\gamma}[\omega] G^{a}_{\gamma\alpha}[\omega], $$

$$ G^{r}_{\alpha\alpha}[\omega] - G^{a}_{\alpha\alpha}[\omega] = -i \sum_{\gamma=1}^{r} G^{r}_{\alpha\gamma}[\omega] \tilde{\Gamma}_{\gamma}[\omega] G^{a}_{\gamma\alpha}[\omega], \quad (5.18) $$

which are obtained by simplifying the Dyson equation given in Eq. (5.12) in the frequency domain. When all the systems are in thermal equilibrium the above equations are related by fluctuation-dissipation theorem.

Substituting the expressions for different components of $G^{<,r,a}_{\alpha\alpha}$ and after a lengthy calculation the long-time limit expression for the CGF for heat is given as

$$ \ln Z(\xi_{\alpha}) = -t_{M} \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \ln \det \left[ 1 - \sum_{\gamma \neq \alpha = 1}^{r} T_{\alpha\gamma}[\omega] K_{\gamma\alpha}(\omega; \xi_{\alpha}) \right], \quad (5.19) $$

where the function $K_{\gamma\alpha}(\omega; \xi_{\alpha})$ is the same as before and written as

$$ K_{\gamma\alpha}(\omega; \xi_{\alpha}) = f_{\alpha} (1 + f_{\gamma}) (e^{i\xi_{\alpha}\hbar\omega} - 1) + f_{\gamma} (1 + f_{\alpha}) (e^{-i\xi_{\alpha}\hbar\omega} - 1). \quad (5.20) $$

This function satisfies the Gallavotti-Cohen type symmetry $K_{\gamma\alpha}(\omega; \xi_{\alpha}) = K_{\alpha\gamma}(\omega; -\xi_{\alpha} + i(\beta_{\gamma} - \beta_{\alpha}))$ and $T_{\alpha\gamma}[\omega]$ is the new transmission matrix between...
the system $\alpha$ and $\gamma$ and is of the following form

$$
\mathcal{T}_{\alpha\gamma}[\omega] = G_{\alpha\gamma}^r \tilde{\Gamma}_\gamma G_{\gamma\alpha}^a \tilde{\Gamma}_\alpha.
$$

(5.21)

This new transmission matrix reduces to the transmission function for one-dimensional case and is useful for the interface study in two-terminal situation. Note that the CGF for heat does not have Gallavotti-Cohen fluctuation symmetry for more than two-terminal situation.

### 5.4 Special Case: Two-terminal situation

In this section we present numerical results for heat $Q$ for two-terminal case $r = 2$ denoted as the left ($L$) and the right ($R$) lead. We first derive the CGF for heat, valid for arbitrary time $t_M$, using Eq. (5.11) and then give the numerical details. The matrix $V$ and $G$ introduced in Eq. (5.11) for $r = 2$, are given as

$$
V(\tau, \tau') = \delta(\tau, \tau') \begin{bmatrix} 0 & V^{LR}(\tau) \\ V^{RL}(\tau) & 0 \end{bmatrix}, G(\tau, \tau') = \begin{bmatrix} G_{LL}(\tau, \tau') & G_{LR}(\tau, \tau') \\ G_{RL}(\tau, \tau') & G_{RR}(\tau, \tau') \end{bmatrix}.
$$

(5.22)

and since we are interested in the CGF for heat, only the left-lead Hamiltonian is measured twice. Therefore

$$
g^A(\tau, \tau') = \begin{bmatrix} g^A_{LL}(\tau, \tau') & 0 \\ 0 & 0 \end{bmatrix}.
$$

(5.23)
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For the calculation of entropy-production the second diagonal element of $g^A$ will be non-zero. Multiplying the matrices explicitly the CGF for heat is given as

$$\ln Z(\xi_L) = -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left[ 1 - G_{RR} \Sigma_A^L \right], \quad (5.24)$$

where $\Sigma_A^L = V_{RL}^A V_{LR}^L$ and $G_{RR}$ obeys the Dyson equation

$$G_{RR}(\tau, \tau') = g_R(\tau, \tau') + \int d\tau_1 \int d\tau_2 g_R(\tau, \tau_1) \Sigma_L(\tau_1, \tau_2) G_{RR}(\tau_2, \tau'). \quad (5.25)$$

Similarly the expression for the entropy-production can also be obtained. Note that the above expression is similar to the one obtained in the third chapter. However the meaning of $G_{RR}$ and $\Sigma_A^L$ are different. The long-time limit result can be obtained following the same steps as previous and it is given as

$$\ln Z(\xi_L) = -t_M \int \frac{d\omega}{4\pi} \ln \det \left[ \mathbb{I} - [G_{RR}^r \Gamma_R G_{RR}^\alpha \Gamma_L] K(\omega; \xi_L) \right]. \quad (5.26)$$

The new transmission matrix for the interface is of the following form

$$\mathcal{T}_{RL}[\omega] = G_{RR}^r \Gamma_R G_{RR}^\alpha \Gamma_L, \quad (5.27)$$

where $\Gamma_L = i(\Sigma_L^r - \Sigma_L^\alpha)$ is the spectral function. Note the difference of $\Gamma$ matrices for left and right lead. We call this transmission matrix as the Caroli formula for ballistic interface.
Explicit formula for interface transmission function $T[\omega]$ for one-dimensional linear chain.

Here we derive an explicit expression for the transmission function for one-dimensional harmonic chain with single interface i.e., the left and right leads are directly connected and the center part is removed. The transmission function reads

$$T_I[\omega] = \text{Tr} \left[ G_{RR}^r \tilde{\Gamma}_R G_{RR}^a \Gamma_L \right]$$  \hspace{1cm} (5.28)

Let us consider that the force constant for left and the right leads are $k_1$ and $k_2$ respectively and the interface coupling strength is $k_{12}$ with additional on-site potential $k_0$ on all the atoms. This is a quite general scenario for a one-dimensional harmonic chain. Therefore the form of the semi-infinite force constant matrix say $K^L$ consisting of $k_{12} + k_1 + k_0$ as the first diagonal and $2k_1 + k_0$ along rest of the diagonals and $-k_1$ along the first off-diagonals. Similarly for $K^R$ with $k_1$ replaced by $k_2$. In order to obtain the explicit form for $T_I[\omega]$ we need to compute the retarded component of the surface Green’s function $g_{\alpha}^r$ for both the leads.

Knowing $g_{\alpha}^r$, $G^{RR}$ can be obtained from Eq. (5.25).

Let us calculate the surface Green’s function for the left lead. Then for the right lead it can be obtained just by replacing $k_1$ with $k_2$. Retarded green’s function for the left lead satisfies the following equation

$$\left[ (\omega + i0^+)^2 - K^L \right] g_L^r[\omega] = I$$  \hspace{1cm} (5.29)

Now we write $K^L = K_0^L + \Delta K$ where $\Delta K$ is the semi-infinite matrix with only first element nonzero $\Delta K_{11} = k_{12} - k_1$. $K_0^L$ is now a familiar matrix which also appears in the Rubin bath case with all force constants same. Using $\Delta K$ as a
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perturbation we can write

$$g^r_L[\omega] = g^r_{L,0}[\omega] + g^r_{L,0}[\omega]\Delta K g^r_L[\omega] \quad (5.30)$$

Since in this case only first atom of the left lead is connected with the first atom of the right lead we only need \((1,1)^{th}\) element of \(g^r_L\). Now

$$[g^r_L]_{1,1}[\omega] = -\frac{\lambda_1}{k_1}, \quad |\lambda_1| \leq 1, \quad (5.31)$$

with \(\lambda_1 = -\frac{\Omega}{2k_1} \pm \frac{1}{2k_1} \sqrt{\omega^2 - 4k_1^2}\) and \(\Omega = (\omega + i\eta)^2 - 2k_1 - k_0\). Therefore we obtain

$$[g^r_L]_{1,1}[\omega] = \frac{1}{k_1 - k_{12} - k_1/\lambda_1}, \quad |\lambda_1| \leq 1, \quad (5.32)$$

and similarly the self-energy for the lead is given as

$$[\Sigma^r_L]_{1,1}[\omega] = \frac{k_{12}^2}{k_1 - k_{12} - k_1/\lambda_1}, \quad |\lambda_1| \leq 1 \quad (5.33)$$

Knowing this Green’s function we can easily obtain \(T_I[\omega]\) which reads

$$T_I[\omega] = -\frac{k_1k_2k_{12}^2(\lambda_1 - \lambda_1')(\lambda_2 - \lambda_2')}{|(k_1 - k_{12} - k/\lambda_1)(k_2 - k_{12} - k/\lambda_2) - k_{12}^2|^2} \quad (5.34)$$

where \(\lambda_2\) is similarly defined as \(\lambda_1\) with \(k_1\) replaced by \(k_2\). We note that it matches exactly with the result in Ref [4], where this expression is obtained from a wave-scattering method. As a special case for pure chain \(i.e.,\) if \(k_1 = k_2 = k_{12} = k\) then we have perfect transmission meaning \(T_I[\omega] = 1\) for \(\omega\) within the phonon band width \(k_0 \leq \omega^2 \leq 4k + k_0\) and 0 outside this region.
5.4.1 Numerical Results and discussion

In this section we present numerical results for the first four cumulants of heat, obtained from Eq. (5.24) by taking derivative of the CGF with respect to the counting field $\xi_L$, i.e., $\langle\langle Q_L^n \rangle\rangle = \frac{d\ln Z(\xi_L)}{d(\xi_L^n)}|_{\xi_L=0}$, as a function of measurement time $t_M$. We choose two identical semi-infinite ($N_\alpha = \infty$) one-dimensional linear harmonic chain with only nearest-neighbor interactions and connected via time-dependent coupling, for performing numerical simulations. In order to obtain the cumulants we need to solve the Dyson equation for $G_{RR}$ obtained from Eq. (5.12) and the shifted self-energy $\Sigma^A_L$ in the time-domain which can be obtained from the surface Green’s functions. Since the baths are at their respective equilibrium knowing one Green’s function is sufficient to obtain the rest. In this particular case, the analytical form of the retarded component of surface Green’s function is known in the frequency domain and is given as

$$g_{ij}^{\alpha,r}[\omega] = -\frac{\lambda}{k} \lambda^{i-j}, \quad 1 \leq i, j \leq N_\alpha, \quad \alpha = L, R, \quad (5.35)$$

where

$$\lambda = \frac{\Omega}{2k} \pm \frac{1}{2k} \sqrt{\Omega^2 - 4k^2} \equiv e^{iq}, \quad (5.36)$$

where $q$ is the wave vector and $\Omega = (\omega + i\eta)^2 - 2k - k_0 = -2k \cos q$. The choice between plus and minus sign is made on satisfying $|\lambda| < 1$. For nearest-neighbor coupling we need only $g_{11}$ component. Note that the inverse Fourier transformation for lesser and greater components are easy to perform as the range of integration in $\omega$ space is confined within the phonon
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Figure 5.2: The cumulants of heat $\langle \langle Q^1_L \rangle \rangle$ for $n=1, 2, 3,$ and $4$ for one-dimensional linear chain for two types of coupling as a function of measurement time. The solid line corresponds to $V^{LR}(t) = k_{12} \theta(t)$. The dash, dash-dotted and dash-dotted-dotted lines corresponds to $V^{LR}(t) = k_{12} \tanh(\omega_d t)$ with $\omega_d = 1.0[1/t], 0.5[1/t], 0.25[1/t]$ respectively. The temperatures of the left and the right lead are 310 K and 290 K, respectively. $k = k_{12} = 1 \text{ eV/(uÅ}^2)$ and $k_0 = 0.1 \text{ eV/(uÅ}^2)$.

band $k_0 < \omega^2 < 4k + k_0$. Then using the relation $g^r - g^a = g^> - g^<$ we get both the retarded and advanced Green’s functions in the time-domain. Obtaining $g_{\alpha}^{r,a}(t)$ directly from $g_{\alpha}^{r,a}[\omega]$ by inverse Fourier transform is numerically difficult as there is no such cut-off in the frequency space. Therefore the non-equilibrium Green’s functions i.e, $G^{<,>,r,a}_{RR}$ can be calculated from the integrals of this equilibrium Green’s functions.

Time-dependent behavior of the cumulants
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Figure 5.3: Plot of current as a function of measurement time $t_M$ for different couplings $V^{LR}(t)$. Fig (a) corresponds to $V^{LR}(t) = k_{12}\theta(t)$. Fig (b),(c) and (d) corresponds to $V^{LR}(t) = k_{12}\tanh(\omega_d t)$ with $\omega_d = 1.0 \, [1/t], 0.5 \, [1/t], 0.25 \, [1/t]$ respectively. The temperatures of the left and the right lead are 310 K and 290 K, respectively. $k = k_{12} = 1 \, \text{eV}/(\text{uÅ}^2)$ and $k_0 = 0.1 \, \text{eV}/(\text{uÅ}^2)$. Dashed lines are the steady state values obtained using Landauer formula with unit transmission.
In Fig. (5.2) we show the time-dependent behavior of the first four cumulants of heat $\langle\langle Q^n_L \rangle\rangle$ for two different forms of the coupling $V^{LR}(t) = k_{12}\theta(t)$ and $V^{LR}(t) = k_{12}\tanh(\omega_d t)$ where $k_{12}$ is the interface force constant. The form of this couplings decides how the device is switched on. We set the inter-particle and interface coupling $k = k_{12} = 1\text{ eV}/(\text{uÅ}^2)$ and the on-site potential $k_0 = 0.1\text{ eV}/(\text{uÅ}^2)$. These choices of units fix the time scale of our problem which we also use as the unit of time $[t] = 10^{-14}\text{s}$. We observe that the fluctuations are larger for the sudden switch on case as compared to the slow switch on of the couplings using hyperbolic tangent form. By gradually reducing the driving frequency $\omega_d$ the system evolves to the unique steady state with less and less oscillations.

In Fig. (5.3) we plot the current $\langle I_L \rangle$ by taking derivative of the first cumulant with respect to the measurement time $t_M$. We also obtain the steady-state values of the current using Landauer formula with unit transmission within the phonon band which are also shown with dashed lines. In all cases, at the initial time current is negative, i.e., heat flows into the left lead as before. The current that goes into the leads is in the form of mechanical energy which is coming from the work that is required to couple both the systems at $t = 0$. We also see that at earlier times the amplitude of the current depends on the values of $\omega_d$. Higher driving frequency produce larger transient currents. However at later times the coupling reaches to a constant value $k_{12}$ and the current settles down to the value predicted by Landauer formula.
5.4.2 Exchange Fluctuation Theorem (XFT)

In this section we examine the validity of XFT for different coupling strength $k_{12}$ for the sudden switch on case. This particular fluctuation theorem was first discussed by Jarzynski and Wójcik which states that $\langle e^{-\Delta \beta Q_L} \rangle_{t_M} = 1$ for two weakly connected systems. The relation is true for any transient time $t_M$. We use Eq. (5.24) and calculate the CGF for $\xi_L = i \Delta \beta$. In Fig. (5.4) we plot $\langle e^{-\Delta \beta Q_L} \rangle$ as a function of $t_M$ for different values of interface coupling strength $k_{12}$ and absolute temperatures $T_L$ and $T_R$ of the baths. For weak coupling ($k_{12} = 0.001k$) the fluctuation symmetry is satisfied [11] and for higher values of the coupling strength the quantity $\langle e^{-\Delta \beta Q_L} \rangle - 1$ increases. It is important to note that the meaning of weak coupling, in order to satisfy XFT, also depends on the absolute temperatures of the heat baths. This is simply due to the presence of the factor $\Delta \beta Q_L$ in the exponent. Since the cumulants of heat depends on the interface coupling strength (In the long-time limit $\langle \langle Q^n_L \rangle \rangle \propto k_{12}^2$ in weak coupling ($k_{12}$) limit and in the presence of on-site potential $k_0$), keeping the value of $k_{12}$ constant, if we lower the value of $\Delta \beta$ maintaining the same temperature difference it is possible to reduce the value of $\langle e^{-\Delta \beta Q_L} \rangle - 1$, as shown by the dashed lines for two values of $k_{12} = 1.0 \text{ eV}/(\text{uÅ}^2)$ and 0.1 eV/(uÅ²). So both the weak-coupling as well as the absolute temperature of the baths are important to check the validity of XFT. Also note that in the long-time limit ($t_M \to \infty$) according to SSFT [12] $\langle e^{-\Delta \beta Q_L} \rangle = 1$ which is true for arbitrary coupling strength and can be proved trivially from the relation $\langle e^{-\Sigma} \rangle = 1$ as in the steady state $Q_L = -Q_R$. In Fig. (5.4), in the
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Figure 5.4: Plot of $\langle e^{-\Delta Q_L} \rangle$ as a function measurement time $t_M$ for different values of interface coupling strength $k_{12}$ and absolute temperatures of the heat baths for sudden switch on case. The solid lines corresponds to temperatures of the left and the right lead 310 K and 290 K respectively and for dashed lines the temperatures are 510 K and 490 K respectively. The unit of force constants is in eV/(Å$^2$)
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long time limit $\langle e^{-\Delta \beta Q_L} \rangle \neq 1$. However this is not a violation to SSFT as the theorem is valid only to the leading order of $t_M$. In general, the next order correction to the CGF is a constant in $t_M$ and can be written as follows [6]

$$Z(\xi_L) = b(\xi_L) e^{-t_M a(\xi_L)} + \text{lower orders in } t_M.$$ (5.37)

where $a(\xi_L)$ is given in Eq. (5.26) and $b(\xi)$ is the correction to the leading order. Since $\langle e^{-\Delta \beta Q_L} \rangle$ is calculated taking into account the contributions due to all order of $t_M$, it is not equal to one in the long-time limit. Note that the correction term $b(\xi_L)$ is often important to know for obtaining the large deviation function corresponding to the probability distribution $P(Q_L)$. For classical harmonic chain model this correction term is obtained analytically by Kundu et al [13–15]. For the quantum case obtaining $b(\xi_L)$ requires further investigations.

5.5 Effect of finite size of the system on the cumulants of heat

In this section we examine the impact of finite size of the systems on the cumulants of heat [16]. We only focus on the coupling of the form $V^{LR}(t) = k_{12} \theta(t)$. In the case for finite number of one-dimensional coupled harmonic oscillators with nearest-neighbor coupling the (1, 1) component
for the surface Green’s function can be written as

\[
\left(g^r_{\alpha}[\omega]\right)_{11} = \frac{\lambda}{k} \left(1 - \frac{\lambda^{2N_{\alpha}}}{1 - \lambda^{2N_{\alpha}^2}}\right), \quad \alpha = L, R,
\]

(5.38)

where the meaning of \(\lambda\) is same as before. In the limit \(N_{\alpha} \to \infty\) one can recover the surface Green’s function for the lead. Unlike for the leads \(g^r_{\alpha}[\omega]\) for finite system is not a smooth function of \(\omega\) but rather consists of delta peaks determined by the normal-mode frequencies. Fourier transformations for such functions are difficult to obtain numerically. So we evaluate these Green’s functions directly in the time-domain by solving the Heisenberg equations of motion with fixed boundary conditions. As before knowing one Green’s function is enough to determine the rest. We write down the expression for greater component given as

\[
g^g_{ij}(t) = \frac{-i}{\hbar} \langle u^\alpha_i(t)u^\alpha_j(0) \rangle, \quad \alpha = L, R,
\]

(5.39)

where \((\omega^\alpha_k)^2 = 2k[1 - \cos \left(\frac{n\pi}{N_{\alpha} + 1}\right)] + k_0\), \(n = 1, 2, \cdots N_{\alpha}\) are the normal mode frequencies and the eigenfunctions are given by \(\epsilon^\alpha_j = \sqrt{\frac{2}{N_{\alpha} + 1}} \sin \left(\frac{n\pi}{N_{\alpha} + 1}\right)\). The symmetric matrix \(S\) consists of this eigenfunctions which diagonalizes the force constant matrix \(K^\alpha\) which is a \(N_{\alpha} \times N_{\alpha}\) tridiagonal matrix with \(2k + k_0\) along the diagonals and \(-k\) along the two off-diagonals.

In Fig. (5.5) we show the results for the cumulants of heat for two finite harmonic chain connected suddenly at \(t = 0\). We see that all the cumulants
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Figure 5.5: Plot of the cumulants of heat $\langle\langle Q_n^L\rangle\rangle$ for $n=1, 2, 3, \text{ and } 4$ for two finite harmonic chain connected suddenly at $t = 0$. The black (solid) and red (dashed) line corresponds to $N_L = N_R = 20$ and $N_L = N_R = 30$ respectively. The temperatures of the left and the right lead are 310 K and 290 K, respectively.
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reaches to a quasi-steady state [17] with a finite recurrence time $t_r$ which is the product of the total length of the system and the velocity of sound waves. After time $t_r$ the phonon modes travelling from $L$ to $R$ gets reflected from the boundary and then interfere with the incoming waves from $L$ resulting in the cumulants to oscillate rapidly. In the limit when the leads are semi infinite $N_{\alpha} \to \infty$ we observe complete irreversible behavior of the cumulants. The FT in this case is valid only in the range $0 < t < t_r$.

5.6 Proof of transient fluctuation theorem

In this section we proof the transient fluctuation theorem given as $\langle e^{-\Sigma} \rangle_{t_M} = 1$ where $\Sigma = -\sum_{\alpha} \beta_{\alpha} Q_{\alpha}$. The important relation that goes into the proof is the generalized version of the Kubo-Martin-Schwinger (KMS) condition [18] for the correlation functions, given as

$$g_{\alpha}^<(t - \hbar \xi_{\alpha}) = g_{\alpha}^>(-t + \hbar \xi_{\alpha} + i\beta_{\alpha} \hbar) = g_{\alpha}^>(t - \hbar \xi_{\alpha} - i\beta_{\alpha} \hbar), \quad \alpha = 1, 2, \ldots, r. \tag{5.40}$$

For $\xi_{\alpha} = 0$ correlations functions satisfy the standard KMS condition i.e., $g_{\alpha}^<(t + i\beta_{\alpha} \hbar) = g_{\alpha}^>(t)$ and in the frequency space it reads as the detailed balanced condition i.e., $g_{\alpha}^>(\omega) = e^{\beta_{\alpha} \hbar \omega} g_{\alpha}^<(\omega)$.

To prove the fluctuation theorem we proceed from Eq. (5.8) and consider the 2n-th term of the log series which can be written in the contour time
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\[ A_{2n} = \int d\tau_1 \int d\tau_2 \cdots \int d\tau_{2n} \text{Tr}_j \left[ \mathcal{V}(\tau_1, \tau_2) g^r(\tau_2, \tau_3) \cdots \mathcal{V}(\tau_{2n-1}, \tau_{2n}) g^r(\tau_{2n}, \tau_1) \right]. \]  

(5.41)

Now using \( \mathcal{V}(\tau, \tau') = \delta(\tau, \tau') \mathcal{V}(\tau) \) we have

\[ A_{2n} = \int d\tau_1 \int d\tau_2 \cdots \int d\tau_n \text{Tr}_j \left[ \mathcal{V}(\tau_1) g^r(\tau_1, \tau_2) \cdots \mathcal{V}(\tau_n) g^r(\tau_n, \tau_1) \right]. \]  

(5.42)

Let us define a new matrix \( \mathcal{G}_x(\tau, \tau') = \mathcal{V}(\tau) g^r(\tau, \tau') \), then in the real time we can write

\[ A_{2n} = \int dt_1 \int dt_2 \cdots \int dt_n \sum_{\sigma_1, \sigma_2, \cdots, \sigma_n} \text{Tr}_j \left[ \sigma_1 \mathcal{G}_x^{\sigma_1 \sigma_2}(\tau_1, \tau_2) \cdots \sigma_n \mathcal{G}_x^{\sigma_n \sigma_1}(\tau_n, \tau_1) \right], \]  

(5.43)

which in a compact notation can also be written as

\[ A_{2n} = \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_j,\sigma \left[ \bar{\mathcal{G}}_x(t_1, t_2) \cdots \bar{\mathcal{G}}_x(t_n, t_1) \right], \]  

(5.44)

where we define \( \bar{\mathcal{G}}_x = \sigma_z \mathcal{G}_x \) and \( \sigma_z \) is the third-Pauli matrix. The explicit form of \( \bar{\mathcal{G}}_x \) is

\[ \bar{\mathcal{G}}_x(t, t') = \begin{bmatrix} \mathcal{V}(t) g^r(t - t') & \mathcal{V}(t) g^< (t - t' - \hbar(x^+ - x^-)) \\ -\mathcal{V}(t) g^>(t - t' - \hbar(x^- + x^+)) & -\mathcal{V}(t) g^l(t - t') \end{bmatrix}. \]  

(5.45)

Now substituting \( \xi_\alpha = -i\beta_\alpha, \forall \alpha = 1, 2, \cdots, r \) and using KMS boundary condition we immediately see that the lesser and greater Green’s functions gets interchanged whereas time-ordered and anti-time ordered Green’s functions stay the same, as they are independent of the counting fields. Therefore
after the substitution we have

\[
\tilde{\mathcal{G}}_{x_n=i\beta_n}(t, t') = \begin{bmatrix}
\mathcal{V}(t)g^i(t-t') & \mathcal{V}(t)g^>(t-t') \\
-\mathcal{V}(t)g^<(t-t') & -\mathcal{V}(t)g^f(t-t')
\end{bmatrix}
\] .

(5.46)

Now performing Keldysh rotation to this matrix we obtain

\[
\tilde{\mathcal{G}}_{x_n=i\beta_n}(t, t') = O^T \tilde{\mathcal{G}}_{x_n=i\beta_n}(t, t')O
\]

\[
= \begin{bmatrix}
\mathcal{V}(t)g^a(t-t') & \mathcal{V}(t)g^k(t-t') \\
0 & \mathcal{V}(t)g^r(t-t')
\end{bmatrix}
\] ,

(5.47)

which is a tridiagonal matrix. And because the Keldysh rotation is an orthogonal transformation the trace in Eq. (5.44) remain invariant. Therefore we write

\[
A_{2n} = \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_{j,\sigma} \left[ \tilde{\mathcal{G}}_{i\beta_n}(t_1, t_2) \cdots \tilde{\mathcal{G}}_{i\beta_n}(t_n, t_1) \right],
\]

(5.48)

Now as the product of the tridiagonal matrices are tridiagonal, then finally the trace over the branch index will give

\[
A_{2n} = \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_j [\mathcal{V}(t_1)g^a(t_1-t_2)\mathcal{V}(t_2)g^a(t_2-t_3)\cdots\mathcal{V}(t_n)g^a(t_n-t_1)
\]

\[
+ \mathcal{V}(t_1)g^r(t_1-t_2)\mathcal{V}(t_2)g^r(t_2-t_3)\cdots\mathcal{V}(t_n)g^r(t_n-t_1)].
\]

(5.49)

This expression is zero because \( t_1 > t_2 \cdots t_n > t_1 \) or \( t_1 < t_2 \cdots t_n < t_1 \) is never satisfied. Therefore \( \ln Z(\{\xi_\alpha = -i\beta_\alpha\}) = 0 \) which implies \( \langle e^{-\Sigma} \rangle_{t_M} = 1 \) for arbitrary \( t_M \) and time-dependent coupling.
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We also like to point out that similar analysis can be carried out in the presence of a finite junction connected with multiple terminals. In this case the long-time CGF for the heat flowing out from $\alpha$-th terminal is given as [19]

\[
\ln Z(\xi_\alpha) = -t_M \int \frac{d\omega}{4\pi} \ln \det \left[ 1 - \sum_{\gamma \neq \alpha = 1}^r (G_0^r \Gamma_\gamma G_0^r \Gamma_{\gamma}) \mathcal{K}_{\gamma \alpha}(\omega; \xi_\alpha) \right]. \tag{5.50}
\]

5.7 Summary

In summary, we have extended the study of FCS for heat transport from a lead-junction-lead setup to a multi-terminal system without the junction part. We found a concise expression for the generalized CGF on contour. In the stationary state the expression for CGF for heat is obtained. The transient and steady-state fluctuation theorems are explicitly verified. For two-terminal case the effect on the cumulants and current for two specific form of the coupling are shown. It is interesting to study the heat-current for other forms of time-dependent coupling as studied in Ref. [1] to manipulate the heat flow through the leads and model it to act as a heat-pump. In the long-time limit, invoking time translational invariance we show that the CGF can be expressed in terms of a new transmission function which is useful for the study of interface effects. We also discuss the effect of interface coupling and absolute temperature of the heat baths on XFT which are important for the validity of the theorem. The consequences on the cumulants of heat due to finite size of the systems is also studied.
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Chapter 6

Full-counting statistics in nonlinear junctions

Up to now our main focus was on the FCS for transferred heat in ballistic systems. The task is now to develop a formalism to study FCS theory for general anharmonic junctions. It is a well known fact that nonlinearity plays an important role in thermal transport. For example it is crucial for umklapp scattering which gives rise to finite thermal conductivity for bulk systems as pointed out by Peierls [1]. The nonlinearity, such as the phonon-phonon interaction, has been found of special importance in the construction of many phononic devices such as thermal rectifier, heat pump [2–4]. In addition, recently it has been noted that the nonlinearity of interaction is crucial to the manifestation of geometric heat flux. [5, 6] Therefore, it is desirable to establish a systematic and practical formalism to properly
deal with cumulants of heat transfer in the presence of nonlinearity.

Some works have already been devoted to the analysis of fluctuation considering the effect of nonlinearity in the electronic transport such as the FCS in molecular junctions with electron-phonon interaction [7–9], Anderson impurity model, quantum dot in Aharonov-Bohm interferometer [10] and in the classical limit through Langevin dynamics [11, 12]. Also, many of these developed approaches dealing with nonlinear FCS problems mainly focus on single-particle systems, such as in Ref. [13].

In this chapter we study the FCS for heat transfer flowing across a quantum junction in the presence of general phonon-phonon interactions. Based on the nonequilibrium version of Feynman-Hellmann theorem we construct a concise and rigorous cumulant generating function (CGF) expression for the heat transfer in this general situation which is valid for arbitrary transient time. As an illustration of this general formalism we consider a single site junction with a quartic nonlinear on-site pinning potential and obtain the CGF exact up to first order of the nonlinear interaction strength. We also employ a self-consistent scheme to numerically illustrate the nonlinear effects on first three cumulants of heat transfer. We explicitly verify the Gallavotti-Cohen fluctuation symmetry in the first order.
6.1 Hamiltonian Model

As before, we consider the lead-junction-lead model initially prepared in a product state $\rho(t_0) = \prod_{\alpha=L,C,R} \frac{e^{-\beta_\alpha H_\alpha}}{\text{Tr}(e^{-\beta_\alpha H_\alpha})}$. It can be imagined that left lead ($L$), center junction ($C$), and right lead ($R$) in this model were in contact with three different heat baths at the inverse temperatures $\beta_L = (k_B T_L)^{-1}$, $\beta_C = (k_B T_C)^{-1}$ and $\beta_R = (k_B T_R)^{-1}$, respectively, for time $t < t_0$. At time $t = t_0$, all the heat baths are removed, and couplings of the center junction with the leads $H_{LC} = u_L^T V_{LC} u_C$ and $H_{CR} = u_C^T V_{CR} u_R$ and the nonlinear term $H_n$ appearing in the center junction are switched on abruptly. Now the total Hamiltonian is given by

$$H = H_L + H_C + H_R + H_{LC} + H_{CR} + H_n,$$

(6.1)

where $H_\alpha = \frac{1}{2} p_\alpha^T p_\alpha + \frac{1}{2} u_\alpha^T K^n u_\alpha$, $\alpha = L, C, R$, represents coupled harmonic oscillators. The formalism developed here does not require to specify the explicit form of $H_n$.

Nonequilibrium version of Feynman-Hellman theorem

Based on the two-time observation protocol the characteristic function (CF) for heat transfer during the time $t_M - t_0$ is written as before [14–17],

$$Z(\xi) = \langle U_{\xi/2}(t_0, t_M) U_{-\xi/2}(t_M, t_0) \rangle_{\rho(t_0)},$$

(6.2)

The key step to derive the nonequilibrium Feynman-Hellman theorem is to generalize the CF by introducing two different parameters $\lambda_1$ and $\lambda_2$ on
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the upper and lower branches respectively and construct a general CF as

\[ Z(\lambda_2, \lambda_1) \equiv \langle U_{\lambda_2}(t_0, t_M) U_{\lambda_1}(t_M, t_0) \rangle_{\rho(t_0)} = \langle T_C e^{-i \int_C d\tau T_\lambda(\tau)} \rangle_{\rho(t_0)}, \]

(6.3)

with \( T_\lambda(\tau) \) is in the interaction picture, given as

\[ T_\lambda(\tau) = \hat{u}_L^\tau T \hat{u}_L(\tau) V^{LC} \hat{u}_C(\tau) + \hat{u}_C^\tau T \hat{u}_C(\tau) V^{CR} \hat{u}_R(\tau) + \hat{H}_n(\tau). \]

(6.4)

(a caret is put above operators to denote their \( \tau \) dependence with respect to the free Hamiltonian \( H_0 = H_L + H_C + H_R \) such as \( \hat{u}_C(\tau) = e^{i \int_H \tau u_C e^{-i \int_H C \tau}} \), and \( \hat{u}_L(\tau) = \hat{u}_L(\tau + h x(\tau)) \) with \( x(\tau) = \lambda_1(\lambda_2) \) for \( \tau = t^+ (t^-) \) on the upper (lower) branch of the contour \( C \).

Now we define an adiabatic potential \( U(t, \lambda_2, \lambda_1) \) satisfying [13]

\[ Z(\lambda_2, \lambda_1) = \exp \left[ -\frac{i}{\hbar} \int_{t_0}^{t_M} dt U(t, \lambda_2, \lambda_1) \right], \]

(6.5)

so that we could apply the nonequilibrium version of the Feynman-Hellmann theorem [18] to get

\[ \frac{\partial}{\partial \lambda_1} U(t, \lambda_2, \lambda_1) = \frac{1}{Z(\lambda_2, \lambda_1)} \left\langle T_C \frac{\partial T_\lambda(t^+)}{\partial \lambda_1} e^{-i \int_C d\tau T_\lambda(\tau)} \right\rangle \]

\[ \equiv \left\langle T_C \frac{\partial T_\lambda(t^+)}{\partial \lambda_1} \right\rangle. \]

(6.6)

Note that in Eq. (6.6) we define the \( \lambda \) dependent average as

\[ \langle \mathcal{A}(t^+) \rangle_\lambda = \langle T_C \mathcal{A}(t^+) e^{-i \int_C d\tau T_\lambda(\tau)} \rangle \]

(6.7)
and similarly for the multipoint averages. Also note that \( \langle \mathcal{A}(t^+) \rangle_\lambda \neq \langle \mathcal{A}(t^-) \rangle_\lambda \). Therefore in this formulation, to obtain the adiabatic potential one needs to calculate these \( \lambda \) dependent Green’s functions.

### Generalized Meir-Weingreen formula

Computing the derivative \( \partial T_\lambda / \partial \lambda \) we obtain

\[
\frac{\partial T_\lambda(t^+)}{\partial \lambda_1} = \hbar \frac{\partial \hat{u}^T_L(t^+)}{\partial t^+} V^{LC} u_C(t^+). \quad (6.8)
\]

After the treatment of symmetrization on Eq. (6.6), we can write

\[
\frac{\partial \ln Z(\lambda_2, \lambda_1)}{\partial \lambda_1} = \frac{\hbar}{2} \int_{t_0}^{t_M} dt \frac{\partial}{\partial t'} \text{Tr} \left[ \tilde{G}_{CL}^{d}(t, t') V^{LC} + \tilde{G}_{LC}^{a}(t', t) V^{CL} \right]_{\nu=t}. \quad (6.9)
\]

The contour-ordered version for \( \tilde{G}_{LC}(\tau, \tau') \) is given as

\[
\tilde{G}_{LC}(\tau_1, \tau_2) = -i \frac{\hbar}{\rho_L(t_0)} \langle T_\tau \hat{u}^x_L(\tau_1) \hat{u}^T_C(\tau_2) \rangle_\lambda = \int_C d\tau \tilde{g}_L(\tau_1, \tau) V^{LC} \tilde{G}_{CC}(\tau, \tau_2), \quad (6.10)
\]

where the shifted bare Green’s function for the left-lead is given by

\[
\tilde{g}_L(\tau_1, \tau_2)_{jk} = -i \frac{\hbar}{\rho_L(t_0)} \langle T_\tau \hat{u}^x_{L,j}(\tau_1) \hat{u}^x_{L,k}(\tau_2) \rangle_{\rho_L(t_0)}, \quad (6.11)
\]

and \( V^{CL} = (V^{LC})^T \). Similar expression is also valid for \( \tilde{G}_{CL}(\tau_1, \tau_2) \). Here
\( \tilde{G}_{CC} \) is defined as
\[
\left[ \tilde{G}_{CC}(\tau_1, \tau_2) \right]_{jk} \equiv -\frac{i}{\hbar} \langle T_C \hat{u}_{C,j}(\tau_1) \hat{u}_{C,k}(\tau_2) \rangle_{\lambda} \\
= \begin{bmatrix}
\tilde{G}_{CC}^t(t_1, t_2) & \tilde{G}_{CC}^<(t_1, t_2) \\
\tilde{G}_{CC}^>(t_1, t_2) & \tilde{G}_{CC}^\bar{t}(t_1, t_2)
\end{bmatrix}.
\]

Using these in Eq. (6.9) we obtain a generalized Meir-Wingreen formula [19] as

\[
\frac{\partial \ln Z(\lambda_2, \lambda_1)}{\partial \lambda_1} = -\frac{\hbar}{2} \int_{t_0}^{t_M} dt_1 dt_2 \mathrm{Tr} \left[ \tilde{G}_{CC}^>(t, t') \frac{\partial \tilde{\Sigma}_L^<(t', t)}{\partial t'} + \tilde{G}_{CC}^<(t, t') \frac{\partial \tilde{\Sigma}_L^>(t', t)}{\partial t} \right],
\]

where the lesser and greater version of \( \tilde{\Sigma}_L \) is defined as \( \tilde{\Sigma}_L^{<,>}_L = V^{CL} \tilde{g}_L^{<,>} V^{LC} \).

Here we employ the procedure of symmetrization to get rid of the time-ordered version of \( \tilde{G}_{CC}(\tau_1, \tau_2) \), which will appear in Eq. (6.13) without symmetrization. The components for the shifted self energy are written in terms of the ordinary self energy as

\[
\tilde{\Sigma}_L^<(t', t) = \Sigma_L^<(t' - t + \hbar \lambda_1 - \hbar \lambda_2) \\
\tilde{\Sigma}_L^>(t', t) = \Sigma_L^>(t' - t + \hbar \lambda_2 - \hbar \lambda_1).
\]

Furthermore, later after realizing that \( Z(\lambda_2, \lambda_1) = Z(\lambda_2 - \lambda_1) \), and setting \( \lambda_1 = -\xi/2 \) and \( \lambda_2 = \xi/2 \), Eq. (6.13) can be lumped into a compact form.
\[
\frac{\partial \ln Z}{\partial (i\xi)} = \frac{1}{2} \int_C d\tau \int_C d\tau' \text{Tr} \left[ \tilde{G}_{CC} (\tau, \tau') \frac{\partial \tilde{\Sigma}_L (\tau', \tau)}{\partial (i\xi)} \right],
\]

which shows that the derivative of the connected vacuum diagrams are closely related to the contour-ordered Green’s functions, and could be also obtained based on the field theoretical/diagrammatic method [20, 21]. The tilde on the Green’s functions emphasizes the fact that they are counting field \(\xi\)-dependent. And if needed, the proper normalization for the CGF, \(i.e., \ln Z (\xi)\), can be determined by the constraint \(\ln Z (0) = 0\).

**Ballistic case \(\mathcal{H}_n = 0\)**

For harmonic junction we previously obtain an analytic expression for \(\ln Z (\xi)\). Here we show that the derivative of the CGF for the ballistic system can also be written in the above form. The CGF as shown previously reads as (see Eq. (3.46))

\[
\ln Z (\xi) = -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left[ 1 - \mathbf{G}_0 \Sigma_A \right],
\]

Let us now consider the \(n\)-th order term of the log series and take the derivative with respect to the counting field \(\xi\). Note that here the counting field dependence is only through \(\Sigma_A\).
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The $n$-th order term in the continuous contour time is written as

$$\int d\tau_1 \int d\tau_2 \cdots \int d\tau_n \frac{1}{2n} \text{Tr}_j \left[ G_0(\tau_1, \tau_2) \Sigma_A^L(\tau_2, \tau_3) \cdots G_0(\tau_{n-1}, \tau_n) \Sigma_A^L(\tau_n, \tau_1) \right].$$  \hspace{1cm} (6.17)

The derivative of the above expression with respect to $i\xi$ will generate $n$ terms, which are all equal due to the dummy integration variables and therefore cancel the factor $n$ sitting in the denominator. We may then write

$$\int d\tau_1 \int d\tau_2 \cdots \int d\tau_n \frac{1}{2} \text{Tr}_j \left[ G_0(\tau_1, \tau_2) \Sigma_A^L(\tau_2, \tau_3) \cdots G_0(\tau_{n-1}, \tau_n) \frac{\partial \Sigma_A^L(\tau_n, \tau_1)}{\partial i\xi} \right],$$  \hspace{1cm} (6.18)

Where $\Sigma_A^L = \tilde{\Sigma} - \Sigma$ and $\frac{\partial \Sigma_A^L}{\partial i\xi} = \partial \Sigma_A^L / \partial i\xi$. So the derivative of the CGF can be written as

$$\frac{\partial \ln Z}{\partial i\xi} = -\frac{1}{2} \text{Tr}_j \tau \left[ (G_0 + G_0 \Sigma_A^L G_0 + \cdots) \frac{\partial \tilde{\Sigma}_A}{\partial i\xi} \right].$$  \hspace{1cm} (6.19)

Now defining a new Green’s function $\tilde{G}_0 = G_0 + G_0 \Sigma_A^L G_0 + \cdots$, we write the above equation as

$$\frac{\partial \ln Z}{\partial i\xi} = -\frac{1}{2} \text{Tr}_j \tau \left[ \tilde{G}_0 \frac{\partial \tilde{\Sigma}_A}{\partial i\xi} \right],$$  \hspace{1cm} (6.20)

or more explicitly (in the continuous contour time notation) it reads

$$\frac{\partial \ln Z}{\partial i\xi} = -\frac{1}{2} \int d\tau \int d\tau' \text{Tr} \left[ \tilde{G}_0(\tau, \tau') \frac{\partial \tilde{\Sigma}_A(\tau', \tau)}{\partial i\xi} \right].$$  \hspace{1cm} (6.21)

Note that in the absence of $\mathcal{H}_n$ $\tilde{G}_{CC}$ defined in Eq. (6.12) is equal to $\tilde{G}_0$. 
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Interaction-interaction picture

In order to evaluate \( \ln Z \), a closed equation for \( \tilde{G}^{CC}(\tau_1, \tau_2) \) is needed, which could be deduced by a transformation from \( \hat{O}(\tau) \) to \( \mathcal{O}^I(\tau) \) taking \( t_0^+ \) as a fixed reference time such as

\[
\tilde{u}_C^I(\tau) = V(t_0^+, \tau) \hat{u}_C(\tau) \mathcal{V}(\tau, t_0^+),
\]

with

\[
V(\tau, t_0^+) = T_C e^{-\frac{i}{\hbar} \int_{[\tau, t_0^+]} d\tau' \left[ \mathcal{U}^{L} \mathcal{V}^{LC} \hat{a}_C + \hat{a}_R^{\dagger} \mathcal{V}^{CR} \hat{a}_R \right]},
\]

(6.22)

and \( V(t_0^+, \tau) = V(\tau, t_0^+)^{-1} \), where the subscript \( \mathcal{C}[\tau, t_0^+] \) denotes the path along the contour \( C \) from \( t_0^+ \) to \( \tau \). Instructively, alternative forms for \( V(\tau, t_0^+) \) can be given as

\[
V(t^-, t_0^+) = e^{\frac{\pm i}{\hbar} t M} \mathcal{U}^{0}_{\lambda_1}(t, t_0^+) \mathcal{U}^{0}_{\lambda_2}(t, t_0) e^{-\frac{\pm i}{\hbar} t M},
\]

(6.23)

\[
V(t^+, t_0^+) = e^{\frac{\pm i}{\hbar} t M} \mathcal{U}^{0}_{\lambda_1}(t, t_0) e^{-\frac{\pm i}{\hbar} t M},
\]

(6.24)

Where, the superscript 0 in \( \mathcal{U}^{0}_{\lambda_1}(t, t_0) \) denotes that the nonlinear term \( \mathcal{H}_n = 0 \) in the corresponding \( \mathcal{U}_{\lambda_1}(t, t_0) \). Based on this form, we easily notice that the group property \( V(\tau_3, \tau_1) = V(\tau_3, \tau_2) V(\tau_2, \tau_1) \) hold on the contour. The present transformation defined on the contour \( C \) is necessary, since the coupling Hamiltonian with counting field is different on the upper and lower branch respectively.
Then according to Eq. (6.12), \( \tilde{G}_{CC}(\tau_1, \tau_2) \) can be rewritten as

\[
\left[ \tilde{G}_{CC}(\tau_1, \tau_2) \right]_{jk} = -\frac{i}{\hbar} \text{Tr} \left[ \rho^I(t_0) T_C u_{C,j}^I(\tau_1) u_{C,k}^I(\tau_2) e^{-\frac{i}{\hbar} \int_C \! d\tau' H^I_{\tau} \rho^I_{\tau}} \right] \frac{1}{Z_n},
\]

(6.25)
in terms of \( \rho^I(t_0) = \rho(t_0) A / Z_0 \) (\( \text{Tr} \left( \rho^I(t_0) \right) = 1 \)) and \( Z_n = Z / Z_0 \), where

\[
Z_0 = \left< T_C e^{\frac{i}{\hbar} \int_C \! d\tau' \left( \hat{u}_C^T \nu^{LC} \hat{u}_C + \hat{u}_C^T \nu^{CR} \hat{u}_R \right) \right>,
\]

(6.26)
is the CF when \( H_n = 0 \) and \( A \equiv \nu \left( t_0^-, t_M \right) \nu \left( t_M, t_0^+ \right) \). Now the benefit of the transformation to the second interaction picture defined on the contour is remarkable, that is, the extra term \( A \) always appearing at the left-most position after contour-ordering can be taken out of \( T_C \) to combine with \( \rho(t_0) / Z_0 \) to yield \( \rho^I(t_0) \).

Still in this transformed picture \( I \) the Wick theorem is valid, which is directly inherited from the validity of Wick’s theorem in the interaction picture with respect to \( h \), and thus the Dyson equation for \( \tilde{G}_{CC} \) is obtained from Eq. (6.25) as

\[
\tilde{G}_{CC}(\tau_1, \tau_2) = \tilde{G}_{CC}^0(\tau_1, \tau_2) + \int_C \! d\tau' \int_C \! d\tau \tilde{G}_{CC}^0(\tau_1, \tau) \tilde{\Sigma}_n(\tau, \tau') \tilde{G}_{CC}(\tau', \tau_2),
\]

(6.27)

which in the matrix (in discretized contour time) representation is written as \( \tilde{G}_{CC} = \tilde{G}_{CC}^0 + \tilde{G}_{CC}^0 \tilde{\Sigma}_n \tilde{G}_{CC} \) and \( \tilde{G}_{CC}^0 = -\frac{i}{\hbar} \text{Tr} \left[ \rho^I(t_0) T_C u_C^I(\tau_1) u_C^{I,T}(\tau_2) \right] \) is given as

\[
\tilde{G}_{CC}^0 = g_C + g_C \left( \tilde{\Sigma}_L + \tilde{\Sigma}_R \right) \tilde{G}_{CC}^0,
\]

(6.28)

Note that the nonlinear self energy \( \tilde{\Sigma}_n \) constructed by \( \tilde{G}_{CC}^0 \) is solely due to
the nonlinear Hamiltonian \( H_n \).

After introducing the Dyson equation for the ballistic system

\[
G^0_{CC} = g_C + g_C (\Sigma_L + \Sigma_R) G^0_{CC},
\]

and combining it with Eqs. (6.27) and (6.28), the closed Dyson equation for \( \tilde{G}_{CC}(\tau_1, \tau_2) \) could be obtained as

\[
\tilde{G}_{CC} = G^0_{CC} + G^0_{CC} \left( \Sigma^A_L + \Sigma_n \right) \tilde{G}_{CC},
\]

where the shifted self energy \( \Sigma^A_L \equiv \hat{\Sigma}_L - \Sigma_L \), which first appear in Ref. [14], accounts for the FCS in ballistic systems. Now it is clear that \( Z(\lambda_2, \lambda_1) = Z(\lambda_2 - \lambda_1) \), since the elementary block \( \tilde{G}^0_{CC} \) constructing the nonlinear self energy \( \hat{\Sigma}_n \) satisfy Eq. (6.28) and \( \hat{\Sigma}_L \) depends only on \( \lambda_2 - \lambda_1 \).

From now on, for notational simplicity, all the subscripts \( CC \) of the Green’s functions will be suppressed and the superscript 0 in both \( \tilde{G}^0_{CC} \) and \( G^0_{CC} \) will be re-expressed as a subscript.

### 6.2 Steady state limit

Proceeding to study cumulants of steady-state heat transfer explicitly, one simply set \( t_0 \rightarrow -\infty \) and \( t_M \rightarrow +\infty \) simultaneously, and technically assume that real-time versions of \( \tilde{G}(\tau_1, \tau_2) \) are time-translationally invariant. Then
going to the Fourier space, Eq. (6.15) for \( \frac{\partial \ln Z}{\partial (i\xi)} \) in steady state could be rewritten as

\[
\frac{1}{t_M - t_0} \frac{\partial \ln Z(\xi)}{\partial (i\xi)} = \int_{-\infty}^{\infty} d\omega \frac{\hbar \omega}{4\pi} \text{Tr} \left[ \tilde{G}^< [\omega] \Sigma^R_L [\omega] e^{-i\hbar \omega \xi} - \tilde{G}^> [\omega] \Sigma^R_L [\omega] e^{i\hbar \omega \xi} \right],
\]

(6.31)

which after taking into account \( \tilde{G}^> [-\omega] = \tilde{G}^< [\omega]^T \) and \( \Sigma^< L [-\omega] = \Sigma^> L [\omega]^T \) can also be written as

\[
\frac{1}{t_M - t_0} \frac{\partial \ln Z(\xi)}{\partial (i\xi)} = \int_{-\infty}^{\infty} d\omega \frac{\hbar \omega}{2\pi} \text{Tr} \left[ \tilde{G}^< \Sigma^R_L e^{-i\hbar \omega \xi} \right].
\]

(6.32)

In the Fourier space, due to Eq. (6.30) exact result for \( \tilde{G}^* [\omega] \) could be yielded as

\[
\tilde{G}^* [\omega] = \left( G_0 [\omega]^{-1} - \Sigma_A [\omega] - \Sigma_n [\omega] \right)^{-1},
\]

(6.33)

when keeping in mind the convention that the contour-order Green’s function such as \( \tilde{G} (\tau_1, \tau_2) \) in frequency space is written as

\[
\tilde{G} [\omega] = \begin{bmatrix} \tilde{G}^t [\omega] & \tilde{G}^< [\omega] \\ -\tilde{G}^> [\omega] & -\tilde{G}^t [\omega] \end{bmatrix}. \tag{6.34}
\]

(Note that here \( \tilde{G}[\omega] \) is already multiplied with the Pauli \( \sigma_z \) matrix)

One step forward, solving Eq. (6.33) for the less component of \( \tilde{G}^* [\omega] \), the
CGF in Eq. (6.32) can be explicitly written as
\[
\ln Z (\xi) = i (t_M - t_0) \int d\xi \int_{-\infty}^{\infty} d\omega \frac{\hbar \omega}{2\pi} e^{-i\omega \xi} \text{Tr} \left\{ \Sigma^> - 1 \Sigma^<_L \right\} 
\times \left[ I + \Sigma^> - 1 \left( g_{C}^{a-1} + \Sigma^t \right) \Sigma^<_L - 1 \left( g_{C}^{r-1} - \Sigma^t \right) \right]^{-1},
\]
\[\text{(6.35)}\]
with
\[
\Sigma^> [-\omega]^T = \Sigma^<_R [\omega] + \Sigma^<_L [\omega] e^{i \hbar \omega \xi} + \tilde{\Sigma}^<_n [\omega],
\]
\[\text{(6.36)}\]
\[
\Sigma^t [\omega] = \Sigma^t_R [\omega] + \Sigma^t_L [\omega] + \tilde{\Sigma}^t_n [\omega],
\]
\[\text{(6.37)}\]
\[
\Sigma^t [\omega] = \Sigma^t_R [\omega] + \Sigma^t_L [\omega] + \tilde{\Sigma}^t_n [\omega].
\]
\[\text{(6.38)}\]

### 6.3 Application and verification

**Monoatomic molecule with a quartic on-site pinning potential**

Now we apply the general formalism developed above to study a Monoatomic molecule with a quartic nonlinear on-site pinning potential, that is,
\[
\mathcal{H}_n = \frac{1}{4} \lambda u^{4}_{C,0},
\]
\[\text{(6.39)}\]
in Eq. (6.1). In this case, nonlinear contour-order self energy exact up to first order in nonlinear strength
\[
\tilde{\Sigma}_n (\tau, \tau') = 3i \hbar \lambda \tilde{G}_0 (\tau, \tau') \delta (\tau, \tau'),
\]
\[\text{(6.40)}\]
where the generalized \( \delta \)-function \( \delta(\tau, \tau') \) is the counterpart of the ordinary Dirac delta function on the contour \( C \). Thus the corresponding frequency-space nonlinear self energy is

\[
\tilde{\Sigma}_n[\omega] = 3i\hbar\lambda \begin{bmatrix}
\tilde{G}_0^t(0) & 0 \\
0 & \tilde{G}_0^\bar{t}(0)
\end{bmatrix}.
\]  

Consequently, exact up to first order in nonlinear strength the CGF for the molecular junction could be given as

\[
\frac{1}{(t_M - t_0)} \frac{\partial \ln Z(\xi)}{\partial (i\xi)} = -\int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \left\{ \frac{\partial \ln D[\omega]}{\partial (i\xi)} - 3i\hbar\lambda \right\}
\times \left[ \tilde{G}_0^t(0) G_0^t[\omega] - \tilde{G}_0^\bar{t}(0) G_0^\bar{t}[\omega] \right] \frac{\partial}{\partial (i\xi)} \left( \frac{1}{D[\omega]} \right),
\]  

with

\[
D[\omega] \equiv \det \left[ I - G_0[\omega] \Sigma_A^L[\omega] \right] = \det \left[ I - \tilde{G}_0[\omega] \tilde{\Sigma}_L^A[\omega] \right]
= 1 - \text{Tr} \left[ T[\omega] \right] \left( (e^{i\xi\hbar\omega} - 1) f_L(1 + f_R) + (e^{-i\xi\hbar\omega} - 1) f_R(1 + f_L) \right),
\]  

and \( \tilde{G}_0^{t,\bar{t}}(0) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} G_0^{t,\bar{t}}[\omega] / D[\omega] \), where \( \text{Tr} \left[ T[\omega] \right] = \text{Tr} (G_0^{\alpha} \Gamma_R G_0^{\beta} \Gamma_L) \) is the transmission coefficient in the ballistic system, and \( f_\alpha = (\exp(\beta_\alpha \hbar\omega) - 1)^{-1} \) is the Bose-Einstein distribution function for the phonons in the leads. \( \tilde{G}_0 \) is in the Keldysh space. Here \( G_0^r = G_0^0 - G_0^< \) and \( G_0^a = G_0^> - G_0^\bar{t} \) are retarded and advanced Green’s functions, respectively. Also \( \Gamma_\alpha = i \left[ \Sigma_\alpha^r - \Sigma_\alpha^a \right] \), related to the spectral density of the baths, are expressed by retarded and advanced self energies similarly defined as Green’s functions.
**Gallavotti-Cohen symmetry**

Eq. (6.42) satisfies Gallavotti-Cohen symmetry [23] for the derivatives, since $D[\omega]$ remains invariant under the transformation $\xi \rightarrow -\xi + i (\beta_R - \beta_L)$, as shown before, while the derivative $\partial D[\omega]/\partial (i\xi)$ changes the sign.

**Recovering ballistic result**

For $\lambda = 0$ in Eq. (6.42) the integration over $\xi$ can be performed explicitly and the CGF can be written down as

$$\ln Z(\xi) = -(t_M - t_0) \int \frac{d\omega}{4\pi \ln \det \left[1 - \tilde{G}_0[\omega]\Sigma^A_L[\omega]\right]},$$

(6.44)

which is the ballistic result [11, 15, 16] derived in Chapter 3.

**First two cumulants**

One could easily use this CGF in Eq. (6.42) to evaluate cumulants. The steady current out of the left lead is closely related to the first cumulant so that

$$I_L \equiv \frac{d}{dt_M} \left( d\ln Z(\xi) \bigg|_{\xi=0} \right)$$

$$= \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \hbar \omega (1 + \Lambda[\omega]) \text{Tr}[T[\omega]] (f_L - f_R),$$

(6.45)

$$\Lambda[\omega] \equiv 3i\hbar \lambda G^R_0(0) \left( G^a_0[\omega] + G^r_0[\omega] \right),$$

(6.46)

is the first-order nonlinear correction to the transmission coefficient.

The fluctuation for steady-state heat transfer in the molecular junction is obtained by taking the second derivative with respect to $i\xi$, and then
setting $\xi = 0$:

$$
\langle \langle Q^2 \rangle \rangle_{(t_M - t_0)} = \int_{-\infty}^{\infty} \frac{d\omega}{4\pi} \left( \hbar \omega \right)^2 \text{Tr} \left[ T^2[\omega] \right] (1 + 2\Lambda[\omega]) (f_L - f_R)^2
+ 3\hbar^2 \lambda \omega \left[ G^r_0[\omega] \delta \tilde{G}^t_0 - G^r_0[\omega] \delta \tilde{G}^t_0 \right] \text{Tr} \left[ T[\omega] \right] (f_L - f_R)
+ (\hbar \omega)^2 \text{Tr} \left[ T[\omega] \right] (1 + \Lambda[\omega]) (f_L + f_R + 2f_L f_R) \right],
$$

where,

$$
\delta \tilde{G}^t_0 \equiv \left. \frac{\partial \tilde{G}^t_0(t)}{\partial \xi} \right|_{\xi=0} = -i \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \hbar \omega \text{Tr} \left[ T[\omega] \right] (f_L - f_R) G^r_0[\omega].
$$

Higher-order cumulants can be also systematically given by corresponding higher-order derivatives.

**Special case: Pure harmonic chain**

It is worth mentioning that for a special case of a homogeneous spring chain plus one-site quartic nonlinear on-site potential, $G^r_0[\omega]$ is imaginary (see appendix (E)) meaning $\Lambda[\omega] = 0$. In this situation, therefore, the first-order correction in nonlinear strength to the steady current Eq. (6.45) does not exist, while for the fluctuation the correction to the ballistic result is given only by the second term in Eq. (6.47).

### 6.3.1 Numerical results

In the following, we will give a numerical illustration to the first few cumulants for heat transfer in this molecular junction using a self-consistent
procedure [8], which means that the nonlinear contour-order self energy is taken as

$$\tilde{\Sigma}_n (\tau, \tau') = 3i\hbar\lambda \tilde{G} (\tau, \tau') \delta (\tau, \tau'). \quad (6.49)$$

Very recently, it is shown that such self-consistent calculation gives extremely accurate results for the current in the case of a single site model as compared with master equation approach, [25] thus we believe that it should leads to excellent predictions for the FCS.

Specifically we self-consistently calculate $\tilde{G} [\omega], \frac{\partial \tilde{G}[\omega]}{\partial (i\xi)}$ and higher derivatives based on Eq. (6.33), then the first few cumulants are obtained by the corresponding derivative of $\ln Z (\xi)$ in Eq. (6.32) with respect to $i\xi$ at the point $\xi = 0$. In order to obtain $m$-th order cumulant one needs to solve $(m - 1)$-th derivative of $\tilde{G}$ iteratively. For example, the iterative equation for computing the first derivative of $\tilde{G}$ is given as

$$\frac{\partial \tilde{G}[\omega]}{\partial (i\xi)} \bigg|_{\xi=0} = G[\omega] \left( \frac{\partial \tilde{\Sigma}_L[\omega]}{\partial (i\xi)} \bigg|_{\xi=0} + \frac{\partial \tilde{\Sigma}_n[\omega]}{\partial (i\xi)} \bigg|_{\xi=0} \right) G[\omega], \quad (6.50)$$

where $G[\omega] = \tilde{G}[\omega] |_{\xi=0}$. The equation transforms to a linear equation for $\partial \tilde{G}[\omega]/\partial (i\xi)$ by using the modified $\tilde{\Sigma}_n[\omega]$, which is then solved numerically by iteration. Equations for the higher derivatives can be similarly obtained.

In this numerical illustration, the Rubin baths are used, that is, $K_\alpha, \alpha = L, R$ in Eq. (6.1) are both the semi-infinite tridiagonal spring constant matrix consisting of $2k + k_0$ along the diagonal and $-k$ along the two off-diagonals. And only the nearest interaction $V_{L0}^{LC}$ and $V_{01}^{CR}$ between the molecular and the two bathes are considered and $\mathcal{H}_C = \frac{1}{2}p_C^2 + \frac{1}{2}K_Cu_C^2$. 208
Figure 6.1: The first three steady-state cumulants with nonlinear coupling strength $\lambda$ for $k = 1 \text{ eV/}(\text{amu}^2 \text{Å}^2)$, $k_0 = 0.1k$, $K_C = 1.1k$, and $V^{LC}_{1,0} = V^{CR}_{0,1} = -0.25k$. The solid (dashed) line shows the self-consistent (first-order in $\lambda$) results for the cumulants. The temperatures of the left and right lead are 660 K and 410 K, respectively.

Figure 6.1 shows the plot for the first three cumulants with nonlinear strength $\lambda$. The effect of nonlinearity is to reduce the current as well as higher order fluctuations, and the fact that third and higher order cumulants are small but nonzero implies that the distribution for transferred energy is not Gaussian. For certain parameters (not shown) the third cumulant can change sign from positive to negative. Similar effect was also observed for a classical system [11].

Figure 6.2 shows the behavior of thermal conductance, defined as,

$$\sigma(T) = \lim_{T_L \to T, T_R \to T} \frac{I}{T_L - T_R},$$  

(6.51)
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Figure 6.2: Thermal conductance with temperature for different coupling strength \( \lambda \) in unit of eV/(amu\(^2\)Å\(^4\)) using self-consistent method for \( k = 1 \text{ eV}/(\text{amu}\text{Å}^2) \), \( k_0 = 0.1k \), \( K_C = 1.1k \), and \( V_{-1,0}^{LC} = V_{0,1}^{CR} = -0.25k \). Inset shows the thermal conductance calculated using self-consistent procedure (solid line) and using Eq. (6.45) (dotted line) for \( \lambda = 2 \text{ eV}/(\text{amu}\text{Å}^2) \).

with equilibrium temperature \( T \) for different nonlinear strength \( \lambda \). The similar self-consistent method is employed in Eq. (6.32) for \( \xi = 0 \) to obtain the conductance for the above mentioned model. Reduction in conductance with nonlinearity is observed even at low-temperature regime in the chosen model.

In both the figures (see inset in Fig. 6.2) it is noted that for weak nonlinearity the first-order perturbation results coming from the established formalism, presented as dotted lines, are comparative with the corresponding self-consistent ones.
6.4 Summary

We develop a formally rigorous formalism dealing with cumulants of heat transfer in nonlinear quantum thermal transport. Based on NEGF techniques and most importantly nonequilibrium version of Feynman Hellman theorem we study the CGF for the heat transfer in both transient and steady-state regimes. For arbitrary nonlinear system, the derivative of the CGF with respect to the counting field is written in a closed form. A new feature of this formalism is that counting-field dependent full Green’s function can be expressed solely through the nonlinear term $H_n(\tau)$ with an interaction picture transformation defined on a contour. Although we focus on the FCS of heat transfer in pure nonlinear phononic systems, there is no doubt that this general formalism can be readily employed to handle any other nonlinear system, such as electron-phonon interaction and Joule heating problems. Up to the first order in the nonlinear strength for the single-site quartic model, we obtain the CGF for steady-state heat transfer and also present explicit results for the steady current and fluctuation of steady-state heat transfer. We also employ a self-consistent procedure, which works well for strong nonlinearity, to check our general formalism.
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Chapter 7

Summary and future outlook

This dissertation presents theoretical studies of energy-counting statistics and fluctuation theorems in the context of heat transport. Employing two-time projective measurement method and nonequilibrium Green’s function technique we develop a formalism to study the statistics for heat and entropy production in general lattice systems.

To examine the behavior of heat, we first consider a harmonic lead-junction-lead model from a very general perspective, such as, arbitrary time-dependence of the coupling matrix between the leads and the junction, arbitrary dimensionality of the junction, finite size of the leads etc. We derive the generating function for integrated energy-current for three different initial conditions taking into consideration the initial measurement effect on the density operator. The cumulant generating function for arbitrary measurement time is expressed in terms of the Green’s functions for the junction.
and an argument shifted self-energy. However the meaning of this Green’s functions depends on the initial conditions. In general, we show that the effect of energy measurement to obtain statistics for heat is reflected in the corresponding self-energy as the shift in the time-argument which turns out to be key quantity for the FCS problem. We perform numerical simulations for one dimensional harmonic chain and for a graphene junction and showed that the at short time the behavior of heat differs significantly from each other but finally approaches to a unique steady state, independent of the initial conditions.

For nonequilibrium steady state, we carefully examine the effect of quantum measurement. We found that the effect of measurement is always to feed energy into the measured (left) lead, even if the temperature of the left lead is lower than that of the right lead. In the long-time limit the CGF is written down simply in terms of the transmission function and a counting field dependent function satisfying the Gallavotti-Cohen (GC) fluctuation symmetry. Moreover, we introduce a generalized CGF to understand the correlations between the left and right lead heat and showed that in the steady state the CGF is a function of counting-field difference. The two-time measurement turns out to be the key concept to obtain the correct CGF in the sense that, it satisfies the GC symmetry. As an example, we explicitly show that Nazarov’s CF does not respect the GC symmetry, at least for the harmonic model.
Chapter 7. Summary and future outlook

Next we investigate the CGF for heat generation for a forced-driven harmonic system connected with two thermal baths. Working with the generalized CGF we show that in the asymptotic limit forced-driven entropy production in the leads satisfy fluctuation symmetry. The CGF in long time is expressed in terms of force dependent transmission function. For Rubin heat bath we obtain explicit expression for the generalized CGF by exploiting the translational symmetry of the homogeneous system. For periodic driven force we investigate the effects on energy current for Rubin and Ohmic heat baths with system size and applied frequency. We also analyze the heat pumping behavior for this model.

Then we move to investigate the energy transport properties for a $N$-terminal setup without the junction part. The generalized CGF is expressed in terms of the surface Green’s functions. For two-terminal case we obtain the transmission function which is useful for interface study. The transient version of the fluctuation theorem is verified where KMS boundary condition plays a crucial role. We also address the effect of coupling strength on the exchange fluctuation theorem for two terminal setup.

Finally, we generalize the counting statistics formalism for arbitrary nonlinear junction. Based on the nonequilibrium version of Feynman-Hellman theorem we show that the derivative of the cumulant generating function, with respect to the counting field, can be summed up exactly for general anharmonic potential. We derive the generalized version of the celebrated Meir-Weingreen formula using which all higher order cumulants can be systematically obtained. By introducing a new interaction picture on the
contour the center Green’s function is expressed in terms of the counting field dependent nonlinear self-energy. As an illustration, we consider a molecular junction consist of a monoatomic molecule with quartic onsite potential. In the first order of the nonlinear strength we obtain analytical expression for the long-time CGF which satisfy GC symmetry. Employing self-consistent procedure for the nonlinear self-energy we investigate the behavior of the conductance and the cumulants of heat.

Overall, one key contribution of our study for the ballistic heat transport is that it generalizes numerous investigations that have only looked at what happens to the current in the stationary state. In addition of studying both transient and steady state on equal platform we consider different initial conditions where it is possible to show how system approaches to a unique steady state dynamically. Moreover the developed formalisms for the energy counting statistics is readily extendable for the charge counting as shown by an example in the appendix where we derive the famous Levitov-Lesovik formula for electrons using tight-binding Hamiltonian. For all this non-interacting problems we found that the long-time limit can be expressed by a transmission function, captures the properties of the junction and the leads, and an universal function which depends on the counting field and satisfy GC symmetry. Also thanks to the nonequilibrium version of Feynman Hellmann theorem using which the nonlinear counting statistics problem turns out to be similar in structure to the usual NEGF approach. The formally exact theory now requires the counting field dependent nonlinear self-energy as an input which can be calculated order by order of the
nonlinear strength following Feynman diagrammatic technique.

Full-counting statistics study for nonlinear systems are challenging. Feynman-Hellmann theorem seems to give an alternative way to study such systems. Therefore future studies should attempt to extend this approach for other nonlinear systems such as for phonon-phonon or electron-phonon interacting systems. Moreover, Feynman-Hellmann approach can be equally applied for an interface setup where one of the system could be anharmonic. Such a nonlinear setup is useful to study thermalization which seems to be another direction for future study. For ballistic FCS problems finding out next order quantum corrections to the long-time limit results are worthy of future exploration.
Appendix A

Derivation of cumulant generating function for product initial state

In this appendix we derive the cumulant generating function (CGF) given in Eq. (3.37) for product initial state. We start by writing down the characteristic function (CF) given in Eq. (3.35) i.e.,

\[
Z(\xi_L) = \text{Tr} \left[ \rho_{\text{prod}}(0) T_C e^{-\frac{i}{\hbar} \int_0^T \mathbf{V}_x(\tau) d\tau} \right],
\]  

(A.1)

with

\[
\mathbf{V}_x(\tau) = -f^T(\tau) \mathbf{u}_C(\tau) + \hat{\mathbf{u}}_R^T(\tau) V^{RC}(\tau) \mathbf{u}_C(\tau) + \hat{\mathbf{u}}_L^T(\tau + \hbar x(\tau)) V^{LC}(\tau) \mathbf{u}_C(\tau).
\]

(A.2)
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Let us for the moment consider only the left lead \( V^{RC} = 0 \). The effect of the another lead is additive in terms of the self-energy according to Feynman and Vernon. Therefore the characteristic function can be written as

\[
Z(\xi_L) = \langle T_c e^{\frac{i}{\hbar} \int f_C f^T(\tau) u_C(\tau) d\tau} e^{-\frac{i}{\hbar} \int f_C \tilde{u}_L(\tau) V^{Lc} u_C(\tau)} \rangle, \quad (A.3)
\]

where we use the short hand notation \( \tilde{u}_L(\tau) = u_L(\tau + \hbar x(\tau)) \). Then using Linked-cluster theorem we can write

\[
\ln Z(\xi_L) = \sum_{m,n} \frac{1}{m!n!} \left( \frac{-i}{\hbar} \right)^n \left( \frac{i}{\hbar} \right)^m \int d\tau_1 d\tau_2 \cdots d\tau_m \ d\tilde{\tau}_1 d\tilde{\tau}_2 \cdots d\tilde{\tau}_n
\]

\[
\langle T_C u_C^{i_1}(\tau_1) u_C^{i_2}(\tau_2) \cdots u_C^{i_m}(\tau_m) u_C^{k_1}(\tilde{\tau}_1) u_C^{k_2}(\tilde{\tau}_2) \cdots u_C^{k_n}(\tilde{\tau}_n) \rangle_{\text{connected}}
\]

\[
\langle T_C \tilde{u}_L^{j_1}(\tilde{\tau}_1) \tilde{u}_L^{j_2}(\tilde{\tau}_2) \cdots \tilde{u}_L^{j_n}(\tilde{\tau}_n) \rangle_{\text{connected}} \ V^{Lc} \ u_L^{j_1} \ V^{Lc} \ u_L^{j_2} \cdots \ V^{Lc} \ u_L^{j_n}
\]

\[
f_{i_1}(\tau_1) f_{i_2}(\tau_2) \cdots f_{i_m}(\tau_m), \quad (A.4)
\]

where we imply Einstein’s summation convention. Note that both \( m \) and \( n \) can take only even integer values.

In the following we will show that in the above series for the summation index \( m \) we need to consider only \( m = 0 \) and \( m = 2 \). For \( m = 0 \) i.e., without the driving force, the above infinite series can be easily summed (discussed in Chap. 3 before Eq. (3.37)) and is written as

\[
\ln Z(\xi_L) \big|_{m=0} = \sum_{n=2}^{\infty} \frac{1}{n} \int d\tilde{\tau}_1 d\tilde{\tau}_2 \cdots d\tilde{\tau}_n \ g^{k_1,k_2}(\tilde{\tau}_1, \tilde{\tau}_2) \tilde{\Sigma}^{k_2,k_3}(\tilde{\tau}_2, \tilde{\tau}_3) \cdots
\]

\[
\tilde{g}^{k_{n-1},k_n}(\tilde{\tau}_{n-1}, \tilde{\tau}_n) \tilde{\Sigma}^{k_n,k_1}(\tilde{\tau}_n, \tilde{\tau}_1)
\]

\[
= -\frac{1}{2} \text{Tr}_{j,\tau} \ln \left[ 1 - g_C \tilde{\Sigma}_L \right]. \quad (A.5)
\]
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Using Wick’s theorem it is easy to see that the number of connected diagrams in this case is \((n - 1)!\).

For \(m = 2\) we have

\[
\ln Z(\xi_L)\bigg|_{m=2} = \sum_{n=0}^{\infty} \frac{1}{2! n!} \left(\frac{i}{\hbar}\right)^2 \left(\frac{-i}{\hbar}\right)^n \int d\tau_1 d\tau_2 d\tilde{\tau}_1 d\tilde{\tau}_2 \cdots d\tilde{\tau}_n \langle T_C u_C^{i_1}(\tau_1) u_C^{i_2}(\tau_2) u_C^{k_1}(\tilde{\tau}_1) u_C^{k_2}(\tilde{\tau}_2) \cdots u_C^{k_n}(\tilde{\tau}_n) \rangle_{\text{connected}} \nonumber
\]

\[
\times V^{LC}_{j_1, k_1} V^{LC}_{j_2, k_2} \cdots V^{LC}_{j_n, k_n} f_{i_1}(\tau_1) f_{i_2}(\tau_2),
\]

(A.6)

In this case the combinatorial factor turns out to be \(n!\) which cancels the term in the denominator. Therefore finally we have

\[
\ln Z(\xi_L)\bigg|_{m=2} = -\frac{i}{2\hbar} \sum_{n=0}^{\infty} \int d\tau_1 d\tau_2 d\tilde{\tau}_1 d\tilde{\tau}_2 \cdots d\tilde{\tau}_n \left[ f^T(\tau_1) g_C(\tau_1, \tilde{\tau}_1) \tilde{\Sigma}_L(\tilde{\tau}_1, \tilde{\tau}_2) \cdots g_C(\tilde{\tau}_n, \tau_2) f(\tau_2) \right] \nonumber
\]

\[
= -\frac{i}{2\hbar} \int d\tau_1 d\tau_2 f^T(\tau_1) G(\tau_1, \tau_2) f(\tau_2)
\]

(A.7)

where we define the Green’s function \(G(\tau, \tau')\) as

\[
G(\tau, \tau') = g_C(\tau, \tau') + \int \int d\tau_1 d\tau_2 g_C(\tau, \tau_1) \Sigma^{\text{tot}}(\tau_1, \tau_2) G(\tau_2, \tau')
\]

(A.8)

All other higher order terms \((m > 2)\) contains vacuum diagrams given as

\[
\int \int d\tau d\tau' f^T(\tau) g_C(\tau, \tau') f(\tau') = \int \int dt dt' f(t) \left[ \sum_{\sigma, \sigma'} \sigma \sigma' g_C^{\sigma\sigma'}(t, t') \right] f(t').
\]

(A.9)
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The last expression is zero because of the standard relations among the Green’s functions $h^{k}_{C} + h^{\bar{k}}_{C} - h^{k}_{\bar{C}} - h^{\bar{k}}_{\bar{C}} = 0$. Finally we obtain Eq. (3.37).
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Vacuum diagrams

In this appendix we will show that vacuum diagrams are zero. This fact is used in chapter 3 while deriving the characteristic function for heat. We assume that the value of $\text{Tr} \ln(1 - g_c \Sigma)$ is 0 (see the discussion before Eq. (3.46)). Expanding the log series we get convolutions of $g_C$ and $\Sigma$ in contour time, which are all vacuum diagrams. We define vacuum diagrams where all the contour time variables of the Green’s functions are integrated out. Note that the Green’s functions in this case are counting field independent. In general scenario such vacuum diagrams can be written as

$$V = \int_C \int_C \cdots \int_C d\tau_1 d\tau_2 \cdots d\tau_n [A(\tau_1, \tau_2) B(\tau_2, \tau_3) \cdots C(\tau_n, \tau_1)]. \quad (B.1)$$
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Transforming the integrations from contour time to the real-time within the interval \([t_0, t_M]\), i.e., using \(\int d\tau = \sum_{\sigma} \int dt (\sigma = \pm 1)\) we write

\[
V = \sum_{\sigma_1, \sigma_2, \ldots, \sigma_n} \int dt_1 \int dt_2 \cdots \int dt_n \left[ \sigma_1 A^{\sigma_1} A^{\sigma_2}(t_1, t_2) \sigma_2 B^{\sigma_2}(t_2, t_3) \cdots \sigma_n D^{\sigma_n}(t_n, t_1) \right].
\]

(B.2)

By absorbing the extra \(\sigma\) factors into the definition for branch components it can be easily seen that

\[
V = \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_\sigma \left[ \bar{A}(t_1, t_2) \bar{B}(t_2, t_3) \cdots \bar{C}(t_n, t_1) \right].
\]

(B.3)

with \(\bar{A} = \sigma_zA\) with \(\sigma_z = \text{diag}(1, -1)\). Now let us do the Keldysh rotation which transforms the matrix \(\bar{A}\) to \(\check{A}\) related via an orthogonal transformation \(O\) such that \(\check{A} = O^T \bar{A} O\). Then we obtain

\[
V = \int dt_1 \int dt_2 \cdots \int dt_n \text{Tr}_\sigma \left[ \check{A}(t_1, t_2) \check{B}(t_2, t_3) \cdots \check{C}(t_n, t_1) \right].
\]

(B.4)

Now if the Green’s functions are counting field independent, then in the Keldysh space each matrix is of the following form

\[
\check{A} = \begin{bmatrix}
A_r & A^K \\
0 & A^a
\end{bmatrix}
\]

(B.5)

The important fact used in the proof is the tridiagonal structure of these matrices. As the product of triadigonal matrices is a tridiagonal matrix,
after performing trace over the branch index \( i.e., \text{Tr}_\sigma \) we obtain

\[
V = \int dt_1 \int dt_2 \cdots \int dt_n \left[ A^r(t_1, t_2)B^r(t_2, t_3) \cdots C^r(t_n, t_1) + A^\alpha(t_1, t_2)B^\alpha(t_2, t_3) \cdots C^\alpha(t_n, t_1) \right]
\]  \( (B.6) \)

Such a term is always zero because the condition

\[
t_1 > t_2 > t_3 > \cdots > t_{n-1} > t_n > t_1
\]  \( (B.7) \)

or

\[
t_1 < t_2 < t_3 < \cdots < t_{n-1} < t_n < t_1
\]  \( (B.8) \)

is never satisfied. Therefore both the retarded and the advanced components are zero which implies \( V = 0 \). Finally we have all the terms in the log series equal to zero \( i.e., \text{Tr} \ln(1 - g_\Sigma) = 0 \).
Appendix C

Details for the numerical calculation of cumulants of heat for projected and steady state initial state

In this appendix we give details about how to numerically calculate the cumulants of heat for projected ($\rho'(0)$) and steady state initial state ($\rho_{\text{NESS}}(0)$) in the frequency domain. Starting from Eq. (3.80) which is valid for projected ($\lambda \to \infty$) as well as for nonequilibrium steady state ($\lambda \to 0$) we can write in the $\omega$-domain

$$\ln Z(\xi) = - \frac{1}{2} \text{Tr}_{j,\sigma,\omega} \ln \left[ 1 - \bar{G}_0[\omega] \Sigma_A^\Lambda[\omega, \omega'] \right] \quad (C.1)$$
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where the meaning of trace in $\omega$-domain is explained in Eq. (3.54).

Here we discuss the calculation for $\tilde{\Sigma}^A_L(\omega, \omega')$ for $\rho'(0)$ which is the starting point for doing numerical calculation. To calculate different components of $\tilde{\Sigma}^A_L(\omega, \omega')$ for projected initial state $\rho'(0)$ we define two types of theta functions $\theta_1(t, t')$ and $\theta_2(t, t')$. $\theta_1(t, t')$ is non-zero and has the value 1 when

$$0 \leq t \leq t_M, \text{ and } t' \leq 0 \text{ or } t' \geq t_M,$$  \hspace{1cm} (C.2)

or

$$0 \leq t' \leq t_M, \text{ and } t \leq 0 \text{ or } t \geq t_M,$$  \hspace{1cm} (C.3)

and $\theta_2(t, t')$ is non-zero only in the regime where $0 \leq t, t' \leq t_M$. For the regions where $\theta_1(t, t')$ is non-zero the expression for $\Sigma^A_L$ after taking the limit $\lambda \to \infty$ is, (assuming all correlation functions decays to zero as $t \to \pm \infty$)

$$\Sigma^{t,\bar{t},<,>}_A(t, t') = -\Sigma^{t,\bar{t},<,>}_L(t - t').$$  \hspace{1cm} (C.4)

So using theta functions we may write $\Sigma^A_L(t, t')$ in the full $t, t'$ domain as

$$\Sigma^{t,\bar{t},<,>}_A(t, t') = -\theta_1(t, t')\Sigma^{t,\bar{t},<,>}_L(t - t')$$

$$\Sigma^>_A(t, t') = -\theta_1(t, t')\Sigma^>_L(t - t') + \theta_2(t, t') \times$$

$$[\Sigma^>_L(t - t' - \hbar \xi) - \Sigma^>_L(t - t')]$$

$$\Sigma^<_A(t, t') = -\theta_1(t, t')\Sigma^<_L(t - t') + \theta_2(t, t') \times$$

$$[\Sigma^<_L(t - t' + \hbar \xi) - \Sigma^<_L(t - t')]$$  \hspace{1cm} (C.5)
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By doing Fourier transform it can be easily shown that

\[
\Sigma_{t,f}^A[\omega, \omega'] = -\int_{-\infty}^{\infty} \frac{d\omega_c}{2\pi} \theta_1[\omega - \omega_c, \omega' + \omega_c] \Sigma_{L}^{t,f}(\omega_c) \quad (C.6)
\]

and

\[
\Sigma_{A}^{>;<}[\omega, \omega'] = -\int_{-\infty}^{\infty} \frac{d\omega_c}{2\pi} \theta_1[\omega - \omega_c, \omega' + \omega_c] \Sigma_{L}^{>;<}(\omega_c) + \int_{-\infty}^{\infty} \frac{d\omega_c}{2\pi} \theta_2[\omega - \omega_c, \omega' + \omega_c] \Sigma_{L}^{>;<}(\omega_c)(e^{i\omega_c\eta t} - 1),
\]

where \( \eta = \pm 1 \). The positive sign is for \( \Sigma_{A}^{<} \) and negative sign for \( \Sigma_{A}^{>} \). The theta functions are now given by

\[
\theta_1(\omega_a, \omega_b) = f(\omega_a) g(\omega_b) + f(\omega_b) g(\omega_a),
\]

\[
\theta_2(\omega_a, \omega_b) = f(\omega_a) f(\omega_b),
\]

where

\[
f(\omega) = \frac{e^{i\omega t_M} - 1}{i\omega},
\]

\[
g(\omega) = \frac{1}{i\omega + \epsilon} - \frac{e^{i\omega t_M - \eta t_M}}{i\omega - \epsilon}.
\]

with \( \epsilon \to 0^+ \). The theta functions are of immense importance which carries all information about the measurement time \( t_M \).
In the limit $t_M \to \infty$, the region $0 \leq t, t' \leq t_M$ dominates and corresponding theta function, i.e., $\theta_2(\omega, \omega')$ reduces to

\begin{equation}
\theta_2(\omega - \omega_c, \omega' + \omega_c) \approx \delta(\omega - \omega_c) \delta(\omega' + \omega_c), \quad (C.10)
\end{equation}

and is responsible for obtaining the steady state result.

To calculate all the cumulants we only need to take derivative of $\Sigma_A(\omega, \omega')$ with respect to $i\xi$ since $G_0$ does not have any $\xi$ dependence. Also $\Sigma^A$ has $\xi$ dependence only for $0 \leq t, t' \leq t_M$ and hence the derivatives are given by

\begin{equation}
\frac{\partial^n \Sigma_A^{>_<}}{\partial (i\xi)^n}[\omega, \omega'] = \int_{-\infty}^{\infty} \frac{d\omega_c}{2\pi} (\eta\hbar\omega_c)^n \theta_2[\omega - \omega_c, \omega' + \omega_c] \Sigma_L^{>_<}(\omega_c) e^{i\omega_c \eta \xi}. \quad (C.11)
\end{equation}

Here $n$ refers to the order of the derivative.
Appendix D

Solving Dyson equation numerically for product initial state

Here we discuss about solving the Dyson equation for $G_0$ given in Eq. (3.43) numerically for product initial state $\rho_{\text{prod}}(0)$. In order to compute the matrix $\hat{G}_0(t, t')$ we have to calculate two components $G^r_0$ and $G^K_0$ which are written in the integral form as (applying Langreth’s rule)

$$G^r_0(t, t') = g_C^r(t-t') + \int_0^{t_1} dt_1 \int_0^{t_2} dt_2 g_C^r(t-t_1) \Sigma^r(t_1-t_2) G^r_0(t_2, t'), \quad (D.1)$$
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and

\[
G^K_0(t, t') = g^K_C(t - t') + \int_0^{t_M} dt_1 \int_0^{t_M} dt_2 \, g^K_C(t - t_1) \Sigma^r(t_1 - t_2) G^K_0(t_2, t')
+ \int_0^{t_M} dt_1 \int_0^{t_M} dt_2 \, g^K_C(t - t_1) \Sigma^K(t_1 - t_2) G^K_0(t_2, t')
+ \int_0^{t_M} dt_1 \int_0^{t_M} dt_2 \, g^K_C(t - t_1) \Sigma^a(t_1 - t_2) G^K_0(t_2, t').
\]

Note that the argument for center Green’s function \(g_C\) and lead self-energy \(\Sigma\) are written as time difference \(t - t'\) because these are calculated in equilibrium. The analytical expressions for \(\Sigma\) and \(g_C\) are known in frequency domain. To determine their time-dependence we numerically calculate their inverse Fourier transforms using trapezoidal rule. Then in order to solve above equations for any \(t_M\) we discretize the time variable into \(N\) total intervals of incremental length \(\Delta t = t_M/N\) and thus converting the integral into a sum. After discretization, the above equations can be written in the matrix form which are indexed by space \(j\) and discrete time \(t\), as

\[
\begin{align*}
G^K_0 &= g^K_C + g^K_C \Sigma^r G^K_0, \\
G^K_0 &= G^K_0 \Sigma^K G^K_0 + (I + G^K_0 \Sigma^r) g^K_C (I + \Sigma^a G^K_0).
\end{align*}
\]

(D.2)

So \(G^K_0\) can be obtained by doing an inverse of the matrix \((I - g^K_C \Sigma^r)\) and then multiplying by \(g^K_C\). \(G^a_0\) can be obtained by taking matrix transpose of \(G^K_0\). Once \(G^K_0\) and \(G^a_0\) are known we use the second equation to calculate \(G^K_0\) which is simply obtained by multiplying matrices.
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Green’s function $G_0[\omega]$ for a harmonic center connected with heat baths

In this appendix we give expressions for nonequilibrium Green’s functions $G_0$ for harmonic junction connected with two heat baths. This expressions are used to derive the Landauer formula in chapter 2 as well as the long-time limit for the CGF in chapter 3. We write the full Hamiltonian as

$$H = H_C + H_L + H_R + H_{LC} + H_{RC}. \quad (E.1)$$

where $H_\alpha, \alpha = L, C, R$ is the Hamiltonian for the decoupled regions. The coupling $H_{\alpha C}$ is given as $H_{\alpha C} = u_\alpha^T V^{\alpha C} u_C, \alpha = L, R$ and $V^{\alpha C} = [V^C\alpha]^T$. For simplicity we assume the coupling matrices $V^{\alpha C}$ are time-independent.
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Since the full-system is harmonic the retarded Green’s function for the entire system, satisfy the following equation in the frequency domain

$$\left[(\omega + i\eta)^2 I - K\right]G_{0,F}[\omega] = I,$$  \hspace{1cm} (E.2)

($F$ is used to denote the Green’s function for the full system) where $K$ is the force constant matrix for the full linear system. Both $K$ and $G_{0,F}$ are (infinite) matrices indexed by the labels of atomic degrees of freedom. Note that $\eta$ here is an infinitesimal positive number (\(\eta \to 0^+\)) required to satisfy the causality condition for the retarded component, \(i.e., G_{0,F}(t) = 0\) for \(t < 0\). We partition $K$ and $G_{0,F}$ matrices according to the left, center, and right parts. For example the full $K$ matrix is given as

$$K = \begin{pmatrix} K^L & V^{LC} & 0 \\ V^{CL} & K^C & V^{CR} \\ 0 & V^{RC} & K^R \end{pmatrix}. \quad (E.3)$$

and similarly for $G_{0,F}[\omega]$. So for the retarded component of the full system we have \([1, 2]\)

$$\begin{pmatrix} (\omega+i\eta)^2 I - K^L & -V^{LC} & 0 \\ -V^{CL} & (\omega+i\eta)^2 I - K^C & -V^{CR} \\ 0 & -V^{RC} & (\omega+i\eta)^2 I - K^R \end{pmatrix} \times \begin{pmatrix} G_{0,F}^{LL,r} & G_{0,F}^{LC,r} & G_{0,F}^{LR,r} \\ G_{0,F}^{CL,r} & G_{0,F}^{CC,r} & G_{0,F}^{CR,r} \\ G_{0,F}^{RL,r} & G_{0,F}^{RC,r} & G_{0,F}^{RR,r} \end{pmatrix} \times \begin{pmatrix} I & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & I \end{pmatrix}. \quad (E.4)$$
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Considering only the three equations formed by each row of the first matrix multiplying the middle column of $G^r_{0,F}[\omega]$ matrix, we have

\[
\left[ (\omega + i\eta)^2 I - K^L \right] G^{LC,r}_0 - V^{LC}_0 G^{CC,r}_0 = 0, \quad (E.5)
\]
\[-V^{CL}_0 G^{LC,r}_0 + \left[ (\omega + i\eta)^2 I - K^C \right] G^{CC,r}_0 - V^{CR}_0 G^{RC,r}_0 = I, \quad (E.6)
\]
\[-V^{RC}_0 G^{CC,r}_0 + \left[ (\omega + i\eta)^2 I - K^R \right] G^{RC,r}_0 = 0. \quad (E.7)
\]

Surface Green’s functions, self-energy for the leads

Let us now introduce the retarded surface Green’s functions for the leads as

\[
g^{r}_{\alpha}[\omega] = \left[ (\omega + i\eta)^2 I - K^\alpha \right]^{-1}, \quad \alpha = L, R, \quad (E.8)
\]

which is an infinite dimensional matrix. We also define the retarded self-energy of the leads from the surface Green’s function (E.8) by multiplying the coupling matrices from both sides i.e.,

\[
\Sigma^{r}_{\alpha}[\omega] = V^{\alpha C} g^{r}_{\alpha}[\omega] V^{\alpha C}, \quad \alpha = L, R, \quad (E.9)
\]

Typically the coupling matrix $V^{\alpha C}$ has few non-zero entries and often one is only interested in nearest neighbor coupling between the oscillators in which case only one element of $V^{\alpha C}$ is non-zero and therefore $\Sigma^{r}_{\alpha}$ will also have one non-zero entry. This surface Green’s functions are important input for the transport problems as they characterize the properties of the heat baths and are responsible for transfer current from the lead to the junction.
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Knowing $\Sigma^r_\alpha[\omega]$ is enough to determine the other components of the self-energy. In fact since the leads are at equilibrium, the lesser and greater components of the self-energy will follow fluctuation-dissipation relations given as

$$
\Sigma^<_\alpha[\omega] = f_\alpha[\omega](\Sigma^r_\alpha[\omega] - \Sigma^a_\alpha[\omega]),
$$
$$
\Sigma^>_\alpha[\omega] = (1 + f_\alpha[\omega])(\Sigma^r_\alpha[\omega] - \Sigma^a_\alpha[\omega]),
$$
\begin{equation}
\tag{E.10}
\end{equation}

where $f_\alpha[\omega] = 1/(e^{\beta_\alpha\hbar\omega} - 1)$ is the Bose distribution function for the phonons in the heat bath.

The spectral function $\Gamma_\alpha[\omega]$ for the leads is defined as

$$
\Gamma_\alpha[\omega] = i(\Sigma^r_\alpha[\omega] - \Sigma^a_\alpha[\omega]) = -2V^{Ca} \text{Im}\left[g^r_\alpha[\omega]\right]V^aC \quad \alpha = L, R,
$$
$$
\tag{E.11}
$$
$$
\Gamma_\alpha[\omega] = V^{Ca}(S^\alpha)^\dagger \frac{\pi}{\Omega_0} \left[\delta(\omega - \Omega_0) - \delta(\omega + \Omega_0)\right]S^\alpha V^aC.
$$
\begin{equation}
\tag{E.12}
\end{equation}

Green’s functions for the harmonic junction

Using these definition for the self-energy and Eqs. (E.5) and (E.7) we express the retarded component for the central part of the Green’s function as

$$
G^r_0[\omega] = \left[(\omega + i\eta)^2 I - K^C - \Sigma^r_L[\omega] - \Sigma^r_R[\omega]\right]^{-1},
$$
\begin{equation}
\tag{E.13}
\end{equation}

Form now on we omit the $CC$ index from $G^{CC,r}_0$. The advanced Green’s
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function is given by the Hermitian conjugate of the retarded one $i.e.$,

$$G_0^a[\omega] = [G_0^r[\omega]]^\dagger = [(\omega - i\eta)^2 I - K^C - \Sigma_L^a[\omega] - \Sigma_R^a[\omega]]^{-1}. \quad (E.14)$$

From these expressions for $G_0^r[\omega]$ and $G_0^a[\omega]$ another important identity that can be derived is

$$G_0^r[\omega] - G_0^a[\omega] = -i G_0^r[\omega] \left( \Gamma_L[\omega] + \Gamma_R[\omega] \right) G_0^a[\omega] = -i G_0^0[\omega] \left( \Gamma_L[\omega] + \Gamma_R[\omega] \right) G_0^0[\omega]. \quad (E.15)$$

This identity is used to derive the Landauer like formula in chapter 2.

**Proof:**

Let us take the inverse of $G_0^r[\omega]$ and $G_0^a[\omega]$ and subtract them $i.e.$,

$$(G_0^a[\omega])^{-1} - (G_0^r[\omega])^{-1} = -4\omega i \eta + (\Sigma_L^a[\omega] - \Sigma_L^r[\omega]) + (\Sigma_R^a[\omega] - \Sigma_R^r[\omega]). \quad (E.16)$$

Multiplying $G_0^r[\omega]$ ($G_0^a[\omega]$) from left and $G_0^a[\omega]$ ($G_0^r[\omega]$) from the right side and using the definition of $\Gamma_\alpha[\omega]$ we obtain the above equation after taking the limit $\eta \to 0^+$. 

In the nonequilibrium steady state in addition to $G_0^0[\omega]$ we need lesser or greater component of $G_0$ which can be obtained from the Dyson equation
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for $G_0$ given as (see (2.85))

$$G_0(\tau, \tau') = g_C(\tau, \tau') + \int_C d\tau_1 \int_C d\tau_2 g_C(\tau, \tau_1) \Sigma(\tau_1, \tau_2) G_0(\tau_2, \tau').$$ \hspace{1cm} (E.17)

Transforming to the real time we obtain different components as

$$G^r_0[\omega] = g^r_C[\omega] + g^r_C[\omega]\Sigma^r[\omega] G^r_0[\omega],$$

$$G^a_0[\omega] = g^a_C[\omega] + g^a_C[\omega]\Sigma^a[\omega] G^a_0[\omega],$$

$$G^K_0[\omega] = g^K_C[\omega] + g^K_C[\omega]\Sigma^r[\omega] G^K_0[\omega] + g^K_C[\omega]\Sigma^K[\omega] G^K_0[\omega] + g^K_C[\omega]\Sigma^K[\omega] G^K_0[\omega],$$ \hspace{1cm} (E.18)

with $\Sigma = \Sigma_L + \Sigma_R$. We can easily recover the retarded and advanced components from the first two equations. The Keldysh component can be simplified further and shown to be equal to

$$G^K_0[\omega] = G^K_0[\omega] \Sigma^K[\omega] G^K_0[\omega].$$ \hspace{1cm} (E.19)

Proof

For simplicity here we omit the $\omega$ argument from the Green’s functions. We write the Keldysh component (E.18) as

$$G^K_0 = g^K + g^r \Sigma^r G^K_0 + g^K \Sigma^K G^K_0 + g^K \Sigma^K G^K_0,$$

$$= g^K (1 + \Sigma^K G^K_0) + g^K \Sigma^K G^K_0,$$

$$\implies (1 - g^r \Sigma^r) G^K_0 = g^K (1 + \Sigma^K G^K_0) + g^K \Sigma^K G^K_0.$$ \hspace{1cm} (E.20)
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Now, from the retarded and advanced component of $G_0$ we obtain

\[
(1 + \Sigma^a G_0^a) = (g^a)^{-1} G_0^a, \\
(1 - g^r \Sigma^r) = g^r(G_0^r)^{-1}.
\]  \hspace{1cm} (E.21)

Using these expressions, we can write

\[
G_0^K = G_0^r(g^r)^{-1} g^K(g^a)^{-1} G_0^a + G_0^r \Sigma^K G_0^a, \\
= (1 + 2f_C G_0^r[(g^a)^{-1} - (g^r)^{-1}]G_0^a + G_0^r \Sigma^K G_0^a. \]  \hspace{1cm} (E.22)

Now for finite size junction $(g^a)^{-1} - (g^r)^{-1} \propto \eta$ and therefore is zero in the limit $\eta \to 0^+$ and we finally obtain Eq. (E.19).

---

**Explicit Expressions for $G_0[\omega]$ for one-dimensional pure harmonic chain**

We consider an infinite one-dimensional (1D) chain with inter-particle spring constant $k$ and onsite spring constant $k_0$. We divide the full system into three parts: the center, the left and the right part. Left and right parts are semi-infinite and are known as Rubin heat baths. The classical equation of motion for the full system is

\[
\ddot{u}_j = ku_{j-1} + (-2k - k_0)u_j + ku_{j+1}, \hspace{1cm} (E.23)
\]

where $j \leq 0$ is the left-lead region, $j = 1, \ldots N$ is the number of atoms in the center region and $j > N$ is the right-lead region. In this case the full
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$K$ matrix (infinite in both directions) consists of $2k + k_0$ on the diagonal and $-k$ on the first off-diagonals.

**Retarded Green’s function $G_{\text{r}}^0[\omega]$ for the center**

As the full system is homogeneous, the retarded component for the center Green’s function can be calculated using Eq. (E.2). Multiplying the matrices we write down the following linear equations

\[
\begin{align*}
kg_{0,j-1,l} + \Omega g_{0,j,l} + kg_{0,j+1,l} & = 1, \\
kg_{0,j,l} + \Omega g_{0,j+1,l} + kg_{0,j+2,l} & = 0,
\end{align*}
\]

(E.24)

where $1 \leq j, l \leq N$ and $\Omega = (\omega + i\eta)^2 - 2k - k_0$. The translational invariance of the full system ensures that the solution for $G_{\text{r},jl}^0[\omega]$ will be of the form $g_{\text{r},jl}^0[\omega] = c\lambda^{|j-l|}$. Substituting the trial solution in the second equation gives the following quadratic equation for $\lambda$

\[
\begin{align*}
kg^{-1} + \Omega + k\lambda & = 0,
\end{align*}
\]

(E.25)

and the roots are simply given as

\[
\lambda = -\frac{\Omega}{2k} \pm \frac{1}{2k} \sqrt{\Omega^2 - 4k^2} \equiv e^{iq}.
\]

(E.26)

Here $q$ is the wave number and satisfy the phonon dispersion relation for one-dimensional harmonic chain with nearest-neighbor interaction, i.e., $(\omega + i\eta)^2 = 2k(1 - \cos q) + k_0$. We choose only one solution for $\lambda$ satisfying the condition $|\lambda| \leq 1$. The constant $c$ is fixed by the first equation
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and given as $c = \lambda - 1/\lambda$. Finally the explicit solution is written as

$$G_{0,jl}[\omega] = \frac{\lambda^{j-l}}{k(\lambda - \frac{1}{\lambda})}. \quad (E.27)$$

**Surface Green’s function**

The surface Green’s function $g^r[\omega]$ satisfies a similar equation (E.2) as $G_0^r[\omega]$ except that it is semi-infinite in extent. We consider the left lead ($j \leq 0$). The result for the right lead is identical. Since the matrix $V^{LC}$ is nonzero only for one corner element, we need the $g^r_0[\omega] = g^r_{00}[\omega]$ component of the matrix $g^r[\omega]$. Consider only the $j = 0$ column, the equations for $g^r[\omega]$ in component form are

$$\Omega g^r_0[\omega] + kg^r_{-1}[\omega] = 1, \quad (E.28)$$

$$kg^r_{j-1}[\omega] + \Omega g^r_j[\omega] + kg^r_{j+1}[\omega] = 0, \quad j = -1, -2, \cdots \quad (E.29)$$

Substituting the trial solution $g^r_j[\omega] = c\lambda^{-j}$, we find that

$$g^r_0[\omega] = -\frac{\lambda}{k}. \quad (E.30)$$

The matrix elements of $\Sigma^r$ are all zero except that $\Sigma^r_{11}[\omega] = k^2g^r_0$ and $\Sigma^r_{NN}[\omega] = k^2g^r_N[\omega]$.

Therefore the spectral function $\Gamma[\omega]$, say for the left lead is given as

$$\Gamma_{11}[\omega] = \begin{cases} 
2k \sin q = \sqrt{(\omega_D^2 - \omega^2)(\omega^2 - k_0)} \text{ for } k_0 \leq \omega^2 \leq \omega_D^2 \\
0 \text{ for } \omega^2 > \omega_D^2, \omega^2 < k_0,
\end{cases}$$
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where $\omega_D^2 = 4k + k_0$.

**Transmission function $\mathcal{T}[\omega]$ for the pure harmonic chain**

The transmission function for the harmonic junction is given by the Caroli formula as

$$\mathcal{T}[\omega] = \text{Tr} \left[ G_0^r[\omega] \Gamma_L[\omega] G_0^a[\omega] \Gamma_R[\omega] \right].$$  \hfill (E.31)

For pure harmonic chain with nearest neighbor coupling we have

$$\mathcal{T}[\omega] = (\Gamma_L)_{11} (\Gamma_R)_{NN} |(G_0^r)_{N1}|^2 = \begin{cases} \frac{4k^2\sin^2 q}{k^2(\lambda - 1/\lambda)(\lambda^* - 1/\lambda^*)} = 1 & \text{for } k_0 \leq \omega^2 \leq \omega^2_D \\ = 0 & \text{for } \omega^2 > \omega^2_D, \omega^2 < k_0, \end{cases}$$

where we use the fact that $\lambda - 1/\lambda = 2i \sin q$. 
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Appendix F

Example: Green’s functions for isolated harmonic oscillator

In this appendix we illustrate various definitions and relations between the Green’s functions by calculating these functions for an isolated one-dimensional harmonic oscillator system consists of $N$ coupled oscillators. This expressions are used for numerical calculations for the cumulants of heat.

The Hamiltonian for the isolated system is written as

$$\mathcal{H} = \frac{1}{2} p^T p + \frac{1}{2} u^T K u$$  \hspace{1cm} (F.1)

where $p$ and $u$ are the column vectors for the momentum and the position respectively. Note that $u$ here is normalized by mass \textit{i.e.,} $u \rightarrow \sqrt{m} x$. $K$ is
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the $N \times N$ force constant matrix.

Here we are interested in calculating various Green’s functions. The contour ordered Green’s functions reads $g(\tau, \tau') = -\frac{i}{\hbar} \langle T_C u(\tau) u^T(\tau') \rangle$. The average here is with respect to the equilibrium canonical distribution i.e., $\rho = e^{-\beta H}/\text{Tr}[e^{-\beta H}]$.

One particular approach to solve contour-ordered Green’s function is by writing down its equations of motion. For harmonic system it is simply given as

$$\frac{\partial^2 g(\tau, \tau')}{\partial \tau^2} + Kg(\tau, \tau') = -I \delta(\tau, \tau'). \tag{F.2}$$

This differential equation gives following set of equations in real time,

$$\frac{\partial^2 g^\dagger(t, t')}{\partial t^2} + Kg^\dagger(t, t') = I \delta(t - t'), \tag{F.3}$$
$$\frac{\partial^2 g^{<,>}(t, t')}{\partial t^2} + Kg^{<,>}(t, t') = 0, \tag{F.4}$$
$$\frac{\partial^2 g^{r,a,t}(t, t')}{\partial t^2} + Kg^{r,a,t}(t, t') = -I \delta(t - t'). \tag{F.5}$$

We see that although $g^r$, $g^a$, and $g^t$ satisfy the same differential equation their solutions are different as they satisfy different boundary conditions. For example the causality condition for the retarded and advanced Green’s function i.e., $g^r(t) = 0$ for $t < 0$ and $g^a(t) = 0$ for $t > 0$.

Solutions to these differential equations can be obtained by Fourier transformation. For example, eq. (F.5) in Fourier domain reads

$$(\omega^2 - K) g^{r,a,t}[\omega] = I. \tag{F.6}$$
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Now to satisfy the causality condition for $g^{r,a}$ the correct choice for the retarded Green’s function is

$$g^{r}[\omega] = \left[(\omega + i\eta)^2 - K\right]^{-1}, \quad (F.7)$$

where $\eta$ is an infinitesimal positive quantity to single out the correct path around the poles when performing an inverse Fourier transform. This implies that $g^{r}[\omega]$ is analytic on the upper half of the complex $\omega$ plane and all poles lie on the lower plane.

Other Green’s functions can be obtained through various other relations among the Green’s functions, such as fluctuation-dissipation relation reads as $g^{<}[\omega] = f(\omega)(g^{r}[\omega] - g^{a}[\omega])$. Below we give explicit expressions for different Green’s functions

$$
\begin{align*}
g^{r}(t) &= -S^\dagger \theta(t) \frac{\sin \Omega_0 t}{\Omega_0} S, \\
g^{<}(t) &= S^\dagger \left[ \frac{-i}{2\Omega_0} [(1 + f(\Omega_0))e^{i\Omega_0 t} + f(\Omega_0)e^{-i\Omega_0 t}] \right] S, \\
g^{>}(t) &= g^{<}(-t), \\
g^{a}(-t) &= g^{r}(t) \text{ for } t > 0, \quad (F.8)
\end{align*}
$$

where the matrix $S$ is unitary which diagonalize the force constant matrix $K$ i.e., $SKS^\dagger = \Omega_0^2 I$ and $S^\dagger S = SS^\dagger = I$, $I$ is the identity matrix and $f(\omega) = \frac{1}{e^{\beta \omega} - 1}$ is the Bose-Einstein distribution function for phonons. $\theta(t)$ is the Heaviside theta function.
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In the frequency domain these Green’s functions reads

\[ g^r[\omega] = S^\dagger \frac{1}{(\omega + i\eta)^2 I - \Omega_0^2} S, \]
\[ g^a[\omega] = [g^r[\omega]]^\dagger = g^r[-\omega], \]
\[ g^<[\omega] = S^\dagger \left[ -\frac{i\pi}{\Omega_0} [\delta(\omega + \Omega_0)(1 + f(\Omega_0) + \delta(\omega - \Omega_0)f(\Omega_0))] \right] S, \]
\[ g^>[\omega] = g^<[-\omega]. \]  
(E.9)

From this expressions one can easily check that \( g^r - g^a = g^> - g^< \). In addition to this, the spectral function \( A[\omega] = i(g^r[\omega] - g^a[\omega]) \) is given as

\[ A[\omega] = S^\dagger \frac{\pi}{\Omega_0} \left[ \delta(\omega - \Omega_0) - \delta(\omega + \Omega_0) \right] S. \]  
(E.10)
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Current at short time for product initial state $\rho_{\text{prod}}(0)$

In this appendix we show that for lead-junction-lead setup at short time current flows into the leads. According to the definition of current operator given in Eq. (3.8) the energy current flowing out of the left lead is (we assume that the driving force $f(t) = 0$)

$$\langle I_L(t) \rangle = -\left\langle \frac{dH_L^H(t)}{dt} \right\rangle = \frac{i}{\hbar} \langle [H_L^H(t), \mathcal{H}] \rangle,$$

where the average is with respect to $\rho_{\text{prod}}(0)$. If $t$ is small we can expand $H_L^H(t)$ in a Taylor series and is given as $H_L^H(t) = H_L(0) + t\mathcal{H}_L(0) + \cdots$.

Now since $[\rho_{\text{prod}}(0), \mathcal{H}_L(0)] = 0$, by using the cyclic property of trace it immediately follows that $\langle [\mathcal{H}_L(0), \mathcal{H}] \rangle = 0$. So in the linear order of $t$ the
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Current is given as

$$\langle I_L(t) \rangle = t \frac{i}{\hbar} \langle [\hat{H}_L(0), \mathcal{H}] \rangle = -t \frac{i}{\hbar} \langle [p_T^L V^{LC} u_C, \mathcal{H}] \rangle. \quad (G.2)$$

The only term in the full Hamiltonian that will contribute to the commutator is the coupling Hamiltonian $\mathcal{H}_{LC} = u_T^L V^{LC} u_C$. Now using Heisenberg’s commutation relation $[p_L, u_L] = -i\hbar$, for one-dimensional linear chain with nearest-neighbor interaction we can write

$$\langle I_L(t) \rangle = -t k^2 \langle (u^C_1)^2 \rangle, \quad (G.3)$$

where $u^C_1$ is the first particle in the center which is connected with the first particle of the left lead with force constant $k$. Since $\langle (u^C_1)^2 \rangle$ is always positive the sign for the current is negative which implies that the energy current flows into the lead and is independent of the temperature of the leads. Note that here we didn’t assume that the center is harmonic and therefore this statement is valid even if the center is anharmonic. For harmonic center, $\langle (u^C_1)^2 \rangle$ can be easily computed and for a single particle center it is given as

$$\langle (u^C_1)^2 \rangle = \frac{\hbar}{\omega_0} \left( f_C(\omega_0) + \frac{1}{2} \right), \quad (G.4)$$

where $f_C(\omega_0)$ is the Bose distribution function for the particle with characteristic frequency $\omega_0$ and temperature $T_C$ coming from the initial distribution. Therefore for harmonic junction in the short time limit the current
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flowing into the left lead is

$$
\langle I_L(t) \rangle = -t k^2 \frac{\hbar}{\omega_0} \left( f_C(\omega_0) + \frac{1}{2} \right).
$$

(G.5)

Similar conclusion can be easily drawn for the right lead. Moreover, for two-terminal without junction setup the result is valid if we identify $u_1^C$ as $u_1^R$, the position operator of the right lead and thus explain the result obtained in chapter 5 (see Fig (5.3)).
Appendix H

A quick derivation of the Levitov-Lesovik formula for electrons using NEGF

In this appendix we derive the Levitov-Lesovik formula for the noninteracting electrons using tight-binding Hamiltonian. The CF for the non-interacting electrons was first derived by Levitov and Lesovik [1, 2] using Landauer type of wave scattering approach. Klich [3] and Schönhammer [4] re-derived the formula using a trace and determinant relation to reduce the problem from many-body to a single particle Hilbert space problem. Esposito et al. gave an approach using the superoperator nonequilibrium Green’s function [5]. A more rigorous treatment is given in Ref. [6]. Here we derive the CGF for the joint probability distribution for particle and
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Using tight-binding model the Hamiltonian of the whole system can be written as

\[ H_e = \sum_{\alpha=L,C,R} c_\alpha^\dagger h^\alpha c_\alpha + \sum_{\alpha=L,R} \left( c_\alpha^\dagger V_{\alpha C}^e c_C + \text{h.c.} \right) \]  \hspace{1cm} (H.1)

where \( c_\alpha \) is a column vector consisting of all the annihilation operator of region \( \alpha \). \( c_\alpha^\dagger \) is a row vector of the corresponding creating operators. \( h^\alpha \) is the single particle Hamiltonian matrix. \( V_{\alpha C}^e \) has similar meaning as \( V_{\alpha C}^\alpha \) in the phonon Hamiltonian and \( V_{\alpha C}^e = (V_{e C}^\alpha)^\dagger \).

We are interested in calculating the CF corresponding to the particle operator \( N_L \) and energy operator \( H_L \) of the left-lead where \( H_L = c_L^\dagger h^L c_L \) and \( N_L = c_L^\dagger c_L \). One can easily generalize the formula for right lead also as we did in the phonon case. For electrons \( N_L \) and \( H_L \) can be measured simultaneously because they commute, \( i.e., [H_L, N_L] = 0 \). In order to calculate the CGF we introduce two counting fields \( \xi_p \) and \( \xi_e \) for particle and energy respectively. Here we will consider the product initial state (with fixed temperatures and chemical potentials for the leads) and derive the long-time result.

Similar to the phonon case we can write the CF as

\[ \mathcal{Z}(\xi_e, \xi_p) = \left< e^{i(\xi_e H_L + \xi_p N_L)} e^{-i(\xi_e H_L^H(t) + \xi_p N_L^H(t))} \right>, \]  \hspace{1cm} (H.2)

where superscript \( H \) means the operators are in the Heisenberg picture at
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time \( t \). In terms of modified Hamiltonian the CF can be expressed as

\[
Z(\xi_e, \xi_p) = \left( U(\xi_e, \xi_p, 0, t) \right) U(-\xi_e, -\xi_p, t, 0), \tag{H.3}
\]

where

\[
U_{x,y}(t, 0) = e^{ixH_L + iyN_L} U(t, 0) e^{-ixH_L - iyN_L}
= \exp \left[ -i \frac{\mathcal{H}_{x,y}}{\hbar} \right] \tag{H.4}
\]

with \( x = \xi_e/2 \) and \( y = \xi_p/2 \) and \( U(t, 0) = e^{-iHt} \). \( \mathcal{H}_{x,y} \) is the modified Hamiltonian which evolves with both \( H_L \) and \( N_L \) and is given by

\[
\mathcal{H}_{x,y} = e^{ixH_L + iyN_L} H e^{-ixH_L - iyN_L}
= H_L + H_C + H_R + (e^{iy} c_L^\dagger (hx) V_e^{LC} c_C + h.c.) + (c_R^\dagger V_e^{RC} c_C + h.d.), \tag{H.5}
\]

where we have used the fact that

\[
e^{ixH_L} c_L(0) e^{-ixH_L} = c_L(hx),
e^{iyN_L} c_L(0) e^{-iyN_L} = e^{-iy} c_L. \tag{H.6}
\]

So the evolution with \( H_L \) and \( N_L \) is to shift the time-argument and produce a phase for \( c_L, c_L^\dagger \) respectively. Next we go to the interaction picture of the modified Hamiltonian \( \mathcal{H}_{x,y} \) with respect to \( \mathcal{H}_0 = \sum_{\alpha=L,C,R} H_{\alpha} \). On the Keldysh contour \( C[0, t_M] \) the CGF then reads as,

\[
Z(\xi_e, \xi_p) = \text{Tr} \left[ \rho_{\text{prod}}(0) T e^{-\frac{i}{\hbar} \int d\tau \mathcal{V}_{x,y}(\tau)} \right], \tag{H.7}
\]
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where \( \hat{V}_{x,y}(\tau) \) is written in contour time as

\[
\hat{V}_{x,y}(\tau) = \left( e^{iy} \hat{c}_L \dagger(\tau + \hbar x) V_{e}^{LC} \hat{c}_C(\tau) + \text{h.c.} \right) + (\hat{c}_R(\tau) \dagger V_{e}^{RC} \hat{c}_C(\tau) + \text{h.c.}). \tag{H.8}
\]

Now we expand the exponential and use Feynman diagrams to sum the series. Finally the CGF can be shown to be

\[
\ln \mathcal{Z}(\xi_e, \xi_p) = \text{Tr}_{j,\tau} \ln \left[ 1 - G_0^e \Sigma_{A,e}^{L,e} \right], \tag{H.9}
\]

The meaning of \( \text{Tr}_{j,\tau} \) is the same as explained for phonons. Here we define the shifted self-energy for the electrons as

\[
\Sigma^{A}_{L,e}(\tau, \tau') = e^{i(\gamma(\tau') - \gamma(\tau))} \Sigma_{L,e}(\tau + \hbar x, \tau' + \hbar x') - \Sigma_{L,e}(\tau, \tau'). \tag{H.10}
\]

The counting of the electron number is associated with factor of a phase, while the counting of the energy is related to translation in time. Note that the CGF does not have the characteristic \( 1/2 \) pre-factor as compared to the phonon case because \( c \) and \( c \dagger \) are independent variables. In the long-time limit following the same steps as we did for phonons, the CGF can be written down as (after doing Keldysh rotation)

\[
\ln \mathcal{Z}(\xi_e, \xi_p) = t_M \int \frac{dE}{2\pi \hbar} \text{Tr} \ln \left( I - \tilde{G}_0^e(E) \tilde{\Sigma}_{L,e}^A(E) \right). \tag{H.11}
\]
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In the energy $E$ domain different components of the shifted self-energy are

$$\Sigma_A'(E) = \Sigma_A^L(E) = 0,$$

$$\Sigma_A^<(E) = (e^{i(\xi_p+\xi_eE)} - 1)\Sigma_L^<(E),$$

$$\Sigma_A^>(E) = (e^{-i(\xi_p+\xi_eE)} - 1)\Sigma_L^>(E).$$  \hspace{1cm} (H.12)

Finally the CGF can be simplified as

$$\ln Z = t_M \int \frac{dE}{2\pi\hbar} \ln \det \left\{ I + G_0^L G_0^a \Gamma_L G_0^a \Gamma_R \left[ (e^{i\alpha} - 1) f_L 
+ (e^{-i\alpha} - 1) f_R - (e^{i\alpha} + e^{-i\alpha} - 2) f_L f_R \right] \right\}. \hspace{1cm} (H.13)$$

where $\alpha = \xi_p + \xi_eE$ and $f_L, f_R$ are Fermi distribution functions for left and right lead respectively. Note the difference of the signs in the CGF as compared to the phonons. If we replace $\alpha$ by $(E - \mu_L)\xi$, the resulting formula is for the counting of the heat $Q_L = \mathcal{H}_L - \mu_L N_L$ transferred, where $\mu_L$ is the chemical potential of the left lead. Finally the CGF obeys the following fluctuation symmetry

$$Z(\xi_e, \xi_p) = Z(-\xi_e - i(\beta_R - \beta_L), -\xi_p - i(\beta_R \mu_R - \beta_L \mu_L)). \hspace{1cm} (H.14)$$
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